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Summary

Objectives

The objectives of this study as described in the Test Specification (Nelson 2002) and Test Plan (Vienna
2002) were to: 1) develop glass-composition and liquidus-temperature (T.) data for use in model
development for Waste Treatment and Immobilization Plant (WTP) high-level waste (HLW) glass melts
and 2) evaluate available models relating T; to HLW glass composition. Liquidus temperature can be
defined as the highest temperature at which a melt is in thermodynamic equilibrium with its primary
crystalline phase. It is important to WTP HLW glass processing because the dilaterious effects of crystal
accumulation in the melter may be avoided if the melter is operated at a temperature above T;. The data
and models are required for formulation of optimized HLW glass compositions, process modeling,
process control, and rapid adjustments to HLW composition changes.

Conduct of Testing

A statistically designed matrix of 31 simulated HLW glasses was developed to optimally augment a set of
35 existing compositions within the initial WTP HLW glass-composition region. Test glasses were
fabricated from reagent-grade chemicals in platinum alloy crucibles, and equilibrium crystal fractions
were measured as a function of temperature for each glass/melt. Uniform temperature furnaces were used
to heat-treat glass samples for typically 24+2 hours followed by optical microscopy (OM), X-ray
diffraction, and scanning electron microscopy (SEM) with energy-dispersive spectroscopy analyses. Tp
was measured primarily using OM and SEM. Crystal fractions were interpolated to the temperature at

1 vol% of crystal, denoted Ty ;. To1 is described by Kot and Pegg (2001) as the appropriate constraint to
use in limiting the possible adverse effects of crystallinity in the WTP HLW melter. Existing

Ty -composition model forms from the literature were fitted to subsets of new and existing Ty and T,
data within the appropriate composition region. These models were evaluated for their relative capability
to predict the Ty and Too™ of glasses not used in their fitting (e.g., validation data). A number of
statistical measures were used to compare the models.

Results and Performance against Objectives

The Ty values of 25 glasses in the spinel primary phase field were measured and combined with Ty data
from 135 glasses found in the literature.® The Ty values ranged from 780°C to 1306°C for the new data
set and from 811°C to 1350°C for the literature data set. The Ty, of 14 glasses in the spinel primary
phase field were measured® and combined with T, data from 31 glasses found in the literature. The
Too1 values for the new glasses ranged from 740°C to 1180°C and from 633°C to 1158°C for the literature
data set. The lower temperatures were expected for Ty, and will afford greater composition flexibility if
used to constrain WTP HLW glass compositions.

(a) Note, models designed specifically for Ty, were not found, so those models designed for T, were fitted to T ¢
data to determine if they could be extended to its prediction.

(b) After the matrix was designed, the composition region of interest was expanded (Westsik 2003), which allowed
for a larger number of literature data to be used in model evaluation.

(c) There were difficulties in obtaining Ty, in a number of glasses as described in Section 3.2.
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Six different models:

o Defense Waste Processing Facility model [DWPFM]
e ion potential model [IPM]

e two solubility product models [SPMs]

e sub-lattice model [SLM]

e linear mixture model [LMM].

were fitted to the same model-development data sets and used to predict the same validation data sets.
The six model forms were fitted to both Ty and Ty;. It was found that all six of the models had difficulty
in predicting Ty o, with good precision; those results are likely due to the small available data set or the
fact that the model forms were not specifically developed for Tyo;. Of all the models, the LMM was
found to predict the Tg; of validation glasses with the best precision. The IPM and LMM models were
found to most consistently predict the Ty of the model development and validation data sets with the
smallest prediction uncertainties and the most favorable responses to other statistical measures for
comparing models. The SLM also performed reasonably well. The LMM and SLM have more
coefficients determined by the data and thus were more sensitive to outliers and influential data points in
the modeling and validation data sets.

The LMM for Ty, and the IPM and LMM for Ty represent the best current models for predicting the Ty o
and T. of WTP HLW glasses. These models performed the best at predicting glasses not used to fit them
and incorporating all the published data found in this composition region. In the future, these models can
be improved by adding more data, and other model forms may be developed that give better performance.

Quality Requirements

The testing conducted under this activity was performed under the quality assurance program of the
Battelle—Pacific Northwest Division’s WTP Support Project (WTPSP). This quality-assurance program
complies with the DOE Office of Civilian Radioactive Waste Management, Quality Assurance
Requirements and Description document (DOE/RW-0333P, Rev. 11) (DOE 2002). Model evaluation was
performed under the Westinghouse Savannah River Company (WSRC) Quality Assurance Programs as
defined in the WSRC Quality Assurance Management Plan, WSRC-RP-92-225, the WSRC Quality
Assurance Manual 1Q, and the SRTC Procedures Manual L1, which are responsive to the requirements of
DOE Quality Assurance Orders, 10 CFR 830 Subpart A, NQA-1-1989, Part 1, Basic and Supplementary
Requirements and NQA-2A-1990, Subpart 2.7, and the Office of Civilian Radioactive Quality Assurance
Requirements Document (QARD), RW-0333P.

Issues

A significant issue was identified regarding the inability for models developed with the current data set to
reliably predict Tg ;. It was found that either the model forms are ineffective for predicting Ty, or that
the data set is too small to adequately fit the models. It is recommended that the WTP evaluate the
impacts of using a T model with low precision or constraining glass composition based on Ty (using
higher precision models). If the former is determined to be more beneficial, then we recommend further
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development of the Ty database and, if necessary to obtain adequate prediction precision, further
development of model forms specifically for Ty ;.
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List of Symbols, Acronyms, and Abbreviations

fit parameter in solubility product model (Equation 4.5)

chemical activity of spinel species (Equations 4.6 and 4.7)

activity of P in the liquid (Equations 4.12 and 4.14)

commercial software used to select candidate points for a mixture experimental design
average prediction uncertainty (Equation 4.25)

slope of linear relationship between ¢ and T (Equation 3.1)

fit parameter in solubility product model (Equation 4.5)

coefficient in non-linear relationship between ¢ and T (Equation 2.1)

a SLM proportionality factor (Equation 4.8

fraction of crystals in equilibrium with melt (used to represent either mass or volume
fraction depending on application) (Equations 2.1 and 3.1)

coefficient in non-linear relationship between ¢ and T (Equation 2.1)
crystal fraction — temperature relationship

SLM fit parameters, i = null, 0, 1, 2, 3, and sp (Equations 4.7, 4.8 and 4.9)
SLM intercept (Equation 4.11)

SLM model coefficient for the i component (Equations 4.11)

SLP coefficient (Equation 4.11)

U.S. Department of Energy

Defense Waste Processing Facility

DWPF model

energy dispersive spectroscopy

mass fraction or mass percent of i™ glass component (Equations 4.1, 4.2, 4.5, 4.10, and
4.11)

normalized mass fraction of i glass component (Equation 4.2)

high-level waste
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HW
IHLW
IPM
IMP
Kp
LAW
LMM

LOF

MCCVRT

MIXSOFT
n
OM

OM T,

PDF

PNWD
PQM

PRESS

QA
QAPjP
QARD

ri

half-width (Equation 4.24)

immobilized high-level waste

ion potential model

commercial software used in model fitting and evaluation (SAS institute)
DWPF model reaction constant (Equations 4.14, 4.16 and 4.17)
low-activity waste

linear mixture model

lack of fit

a subroutine in MIXSOFT commercial software for the generation of extreme vertices of a
constrained mixture experimental region

commercial software used to design mixture and other constrained region experiments
number of data points in a given model (Equations 4.19, 4.20, 4.21, and 4.22)
optical (light) microscopy

Ty values determined using OM/SEM methods

number of model coefficients (Equations 4.20 and 4.22)

powder diffraction files

1/Ty coefficient for ith glass component (Equation 4.9)

electric potential of ith electropositive glass component, P; = Z;/r; (Equation 4.3)
Battelle—Pacific Northwest Division

partial quadratic mixture

predicted error sums of squares (Equation 4.21)

number of component coefficients in a LMM (Equation 4.2)

quality assurance

Waste Treatment Plant Support Project quality assurance project plan

Quality Assurance Requirements Document

ionic radius of component i
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R universal gas constant (Equations 4.6, 4.7, 4.8, 4.12, and 4.17)

R? coefficient of determination or coefficient of multiple determinations (Equation 4.19)
Rzadj adjusted coefficient of determination or multiple determinations (Equation 4.20)
RIQAS commercial software used to perform crystal cell refinements

RPP River Protection Project

R&T Research and Technology

s root mean squared error (Equations 4.22 4.24 and 4.25)

SEM scanning electron microscopy

SLM sub-lattice model

SLP sub-lattice parameter (Equations 4.10 and 4.11)

SRM standard reference material

SPM solubility product model

T temperature (Equation 2.1)

Ty temperature at zero crystallinity, extrapolated from c-7T data (Equation 3.1)

To.o1 temperature at one mass percent crystal in glass, interpolated or extrapolated from c-7 data
Ta lowest temperature at which no crystals were identified

T. temperature at equilibrium fraction of crystals ¢

Tc highest temperature at which crystals were identified

Leov intercept of the 7; — P; line for the remaining components (Equation 4.3)

tion intercept of the T; — P; line for the ionic components (Equation 4.3)

T; LMM coefficient for i glass component (Equation 4.1 and 4.3)

TL liquidus temperature

Tp melting point of component P (Equations 4.12 and 4.17)

TRU transuranic

UVESS uncertainty-weighted validation error sum of squares

VESS validation error sum of squares

X



VSL

WSRC

WTP

WTPSP

Xi

Vitreous State Laboratory

Westinghouse Savannah River Company

Waste Treatment and Immobilization Plant

WTP Support Project

mole fraction of the i electropositive element in glass (Equation 4.3)
concentration of j" glass component (in model units) (Equations 4.24 and 4.25)
concentration of j™ glass component (in model units) (Equations 4.24 and 4.25)

matrix of independent variables for all model data (in model units) (Equations 4.24 and
4.25)

transpose of matrix X (Equations 4.24 and 4.25)

molar fraction of spinel species in the melt (Equations 4.7, 4.9 and 4.10)

X-ray diffraction

measured Ty or Ty for the i data point (Equations 4.19, 4.20, 4.21, 4.22, 4.23, and 4.26)
predicted Ty or Ty for the i™ data point (Equations 4.19, 4.20, 4.22, 4.23, and 4.26)
average of the n measured Ty or Ty values (Equations 4.19 and 4.20)

predicted Tr or Ty, for the i™ data point without using the i data point in the model fit
(Equation 4.21)

formal valance of electropositive component i

total moles of j" component in 100 g of glass

standard Enthalpy change of fusion for component P

chemical potential difference between two states (Equation 4.6)
slope of T; — P; line for the remaining components (Equation 4.3)
slope of T; — P; line for the ionic components (Equation 4.3)
chemical potential of component P

molar site distribution in site i=MT, M1, M2, T1, N1 (Equation 4.15)

fraction of the moles of j associated with the ith site
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1.0 Introduction

The high-level waste (HLW) glass that will be produced by the Waste Treatment and Immobilization
Plant (WTP) is required to meet a number of performance, regulatory, processability, and cost-related
requirements. To meet these requirements, glass property-composition models will be developed and
used to relate key glass properties (e.g., melt viscosity and product consistency test response) to the
composition of the HLW glass melter feed (Arakali et al. 2003). The processing-related constraint used
to avoid the deleterious effects of solids accumulation in HLW melters—the liquidus temperature (Ty)
constraint—is one of the most restrictive constraints on the loading of HLWs to be processed in the WTP
(Hrma et al. 1996; Hrma and Vienna 2001; Kot and Pegg 2001; Perez et al. 2001; Vienna et al. 2002).
The Ty of the glass melt, or more specifically, the model-predicted Ty, of the glass melt plus the prediction
uncertainties, directly impacts waste loading, compliance with the Contract (DOE 2003), and the cost of
HLW immobilization. Therefore, the cost of immobilization of HLW in the WTP is directly related to the
Ty of the glass and the precision of the Ty -composition model.

To meet or exceed the minimum HLW loading specified in 1.2.2.1.6 of the Contract (DOE 2003), glass
composition must be optimized for minimum Ty, with each HLW while maintaining other properties
within an adequate range. For this reason, the Contract specifies in Requirement (3), Required Research
and Technology Testing, Part (vii) of Standard 2 — Research, Technology, and Modeling (DOE 2003)
that:

The Contractor shall provide IHLW® glass properties data and information in a form that allows
DOE to further develop glass properties models. These models will include: (1) liquidus
temperature; (2) volume fraction of crystals below the liquids temperature;...”

The T_-composition model is required to develop glass formulations and glass-composition envelopes for
each HLW feed. The glass formulations are required for many WTP activities, including 1) HLW form
qualification and delisting, 2) radioactive HLW vitrification tests, 3) physical and rheological properties
testing of HLW melter feed, 4) HLW flowsheet demonstrations, 5) glass-former selection, and

6) blending/transport testing (Arakali et al. 2003).

Liquidus temperature is defined as the highest temperature at which a melt is in thermodynamic
equilibrium with its primary crystalline phase. However, Hrma and colleagues (Hrma et al. 2001; Schill
et al. 2001) have used models of crystal settling in a waste-glass melter to show that crystal layer growth
at the melter bottom is much less sensitive to Ty than crystal size and fraction. Kot and Pegg (2001) state
that “The amount [of crystals] that is acceptable will depend on the density and particle size of the phase
in question, since the primary concern is sedimentation.” Note that the considerations were validated
over many years of melter testing and operation at the Vitreous State Laboratory (VSL) and Duratek. For
this reason, the WTP “T_ constraint” is that the melt must contain less than 1 vol% of solid phases at
950°C™ and that these phases must not settle rapidly (Kot and Pegg 2001).

(a) IHLW = immobilized high-level waste.
(b) T is defined in this report as the temperature at which 1 vol% of spinel crystals are in equilibrium with the
glass melt.
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1.1 Objectives

The objectives of this study are two fold: 1) develop glass composition and T} data for use in model
development for the WTP HLW glass melts and 2) evaluate available T;-composition model forms for
use by WTP. The data collected in this study will be used to augment T, data being collected under other
tasks of the WTP Research and Technology (R&T) Program for use in T -composition modeling efforts.
These data are expected to form a link between the vast data available in literature and the data being
developed by the WTP R&T Program. Model comparisons are performed to determine which of the
current candidate T, -composition model forms will yield the lowest prediction uncertainties for glasses
within the expected composition region of WTP HLW glasses. The model form(s) with the best
predictive performances and lowest uncertainties will be recommended for fitting with future databases of
T-composition data, including the appropriate data reported in literature, the data collected in this study,
and the future data collected by the WTP R&T Program.

1.2 Program References

This study was performed according to the test plan TP-RPP-WTP-182 (Vienna 2002), the test
specification 24590-HLW-TSP-RT-02-002 (Nelson 2002), and test scoping statement B-75 (Arakali et al.
2003). Additionally, test exception 24590-HLW-TEF-RT-03-001 was issued to modify the testing by
updating the composition region of expected WTP HLW glasses (Westsik 2003).
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2.0 Experimental Approach

Section 2.1 describes how the glass composition region of initial interest for this study was selected.
Section 2.2 describes how a new test matrix of 31 glasses was selected to augment 35 existing glasses
within the initial glass-composition region of interest. Sections 2.3 and 2.4, respectively, discuss how the
new test-matrix glasses were fabricated, and spinel crystallinity versus temperature data were collected.
Section 2.5 describes how the initial glass-composition region of interest was expanded based on WTP
Project decisions after the work in Sections 2.1 and 2.2 was completed. Finally, Section 2.6 describes the
quality assurance (QA) program and procedures under which the work described in this report was
performed.

2.1 Initial Composition Region for Study

The composition region of interest was initially defined to include the IHLW glasses that the WTP
anticipates processing from wastes in AZ-101, AZ-102, AY-101/C-104, and AY-102/C-106 tanks (DOE
2003). To determine the glass-composition region, the component concentration ranges of glasses
currently available were first considered. Table 2.1 lists the concentration ranges of key HLW glass
components from previous WTP studies, radioactive waste vitrification and product testing efforts,
Contract limits, and the AZ-101 tank current baseline glass composition. Table 2.2 lists the subset of the
composition regions given in Table 2.1 that was selected for data collection in this study. It was expected
that this composition region would appropriately cover the glasses that are expected to be produced from
the first four HLW streams.

Other components present in pretreated HLW in significant concentrations to influence T, of the HLW
glasses were added to each test glass at a fixed concentration. Examples of these other components are
Ag,0 (0.08%), As,Os5 (0.08%) and BaO (0.01%). Table 2.3 lists the compositions of each of the four
nominal HLW feeds plus one nominal feed with pretreatment products added, scaled to a minimum waste
loading that is required to meet one Contract specification (Fe,O; for AZ-101, AZ-102, and C-106/AY -
102; ThO, for C-104/AY-101; given in bold italics in the table) (DOE 2003). The mean value for each of
the non-varied components (the “Others” component) used in test glasses from this study is also listed.
The “Others” component makes up 1.94 mass percent of all test glasses, leaving 98.06% to be comprised
by the systematically varied components.
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Table 2.1. Concentration Ranges of Key Glass Components in Prior WTP HLW Glasses and Studies
(in mass percent)

Baseline
VSL Statistical HLW VSL Supplemental HLW Glasses for Glass
Glass Matrix Glass Matrix Contract Min.| Radioactive |(Perez et al.
(Kot and Pegg 2001) (Kot and Pegg 2001) (DOE 2003)© | HLW Samples | 2001)©
Min | Max |Comment Min | Max |Comment Min Min | Max | AZ-101
Ag,0 025 | 025 |- 025 | 025 |- 0.25 - - -©
IAL,O4 0 11 - 7 7 - 11 2.4 7.8 5.2
B,0, 5 20 - 10 10 - - 3.8 9.2 11.9
"BaO - - up to 4© - - up to 4© 4 - - 0
Bi,0; - - lupto2® - - up to 2 2 - - 0
lcao 0 7 |- 2 2 |- 7 03 | 07 0.3
"CdO - - up to 3@ - - up to 3@ 3 - - 0.1
Cr.05 - - lpt00s5® | 02 | 02 |- 0.5 - - 0
IF 02 | 02 |- 02 | 02 |- 1.7 - - 0
[Fe:0s | 2 125 |- 2 125 |- 12.5 45 | 126 | 122
K20 1 1 |- 1 1 |- 15 0 0.3 0
ILi0 0 7 |- 3 30 |- - 41 | 56 3.5
IMgO - lupto2® - - up to 2@ 5 0.1 0.2 0.1
MnO, 02 | 02 |- 3.6 87 (™ - 1 35 0.2
Na,O 5 20 - 12 - 15 8.6 13.9 11.7
NiO - - upto3® - - up to 3@ 3 0.2 0.8 0.6
P,0s5 - - upto3® 025 | 025 |- 3 0.3 0.6 0
PbO - - up to 1® - - up to 1® 1 - - 0

Si0, 30 50 - 30 47.8 - - 443 47.8 474

SO, - - pto0.5® | 025 | 025 |- 0.5 0 0 0.1

SrO 02 | 02 |- 54 133 [ - - - 0

ThO, - - upto0.2® - - - 4 0 4.1 0

TiO, - - Jupto1® - - up to 1® 1 - - 0

UO, - - upto8® - - - 8 0 3.9 0

ZnO 2 2 - 2 2 - - 0 2 2

710, 0 10 - 3 3 - 10 0.1 4.9 3.8

(a) There were two sets of grouped components (Others1 and Others2) that were varied in the VSL statistical and supplemental
studies. The components Cr,03, P,0s, SOz, ThO,, and UO, were found in Others1 while BaO, Bi,O3;, CdO, MgO, NiO, PbO,
and TiO, were found in Others2. Their maximum concentrations in glass are listed.

(b) The concentrations of SrO and MnO, were varied according to [SrO]=1.53%[MnO,] in the VSL supplemental study to
reflect the ratio of these components coming from the strontium/transuranic precipitation process applied to selected low-
activity waste (LAW) streams.

(c) Only one of the minimum concentrations listed must be met to obtain the minimum loading specified in the Contract.

(d) At the time testing was planned, baseline glass compositions for the current estimates of other HLW feed compositions were
not available.

(e) “-” signifies an empty data field.

2.2




Table 2.2. Component Concentration Constraints for New Tp Data Collection (in mass percent)

Component Min Max | Component Min Max | Component Min Max
Al,O4 2 11 Li,O 0 6 SrO 0 8.5
B,0; 4 15 MnO® 0 5 ThO, 0 4
Cdo 0 1 Na,O 4 15 U;0,® 0 4
Cr04 0 0.5 NiO 0 1 ZnO 0 2.5
Fe 04 3 13 SiO, 38 53 Zr0O, 0 6
Fe,0,+Zr0, 5 19 0 - - - - -

(a) Note the change in reported oxidation states for Mn and U in this table.

(b) “-” signifies empty data field.

Table 2.3. Estimates of Feed and Other Non-Glass Former Constituents in the HLW Glasses
(mass percent)

C106/ C106/AY102 c104/
Limit | Az101 | AZ102 | AY102 | +Sr/TRU®ppt | AY101 | Others®

Ag,0 025 | 0.02 0.03 0.15 0.15 0.03 0.08
ALO; 11 5.32 5.58 1.40 3.52 3.32 -©
As,Os - 0.01 0.00 0.20 0.19 - 0.08
B,O; - 0.18 0.52 0.15 0.14 0.10 -
BaO 4 0.02 0.01 0.01 0.01 0.00 0.01
BeO - 0.00 0.00 - - 0.01 -
Bi,O; 2 0.01 0.00 0.00 0.00 0.01 -
CaO 7 0.29 0.23 0.66 0.30 0.45 0.38
Cdo 3 0.07 0.11 - - 0.00 -
Ce,0; - 0.01 0.00 0.00 0.00 0.00

Cl - - 0.00 0.14 0.11 0.00 0.05
CoO - - 0.00 - - - -
Cr,04 0.5 0.01 0.02 0.04 0.08 0.06 -
Cs,0 - 0.01 0.00 - - - -
CuO - 0.04 0.01 0.05 0.04 0.03 0.03
F 1.7 0.04 0.00 - - 0.11 0.03
Fe,05 125 | 1250 | 12.50 12.50 12.50 8.83 -
K,0 15 0.06 0.03 0.00 0.01 0.01 0.02
La,05 - 0.42 0.38 0.24 0.24 0.15 0.28
Li,O - 0.02 0.01 0.00 0.01 0.09 -
MgO 5 0.11 0.07 0.55 1.16 - 0.38
MnO, - 0.17 0.36 2.98 3.97 1.41 -
MoO, - 0.01 0.01 0.01 0.01 - 0.01
Na,O 15 1.47 0.77 0.47 0.58 1.47 -
Nd,0s5 - 0.26 0.14 0.15 0.15 0.08 0.15
NiO 3 0.63 0.45 0.37 0.17 0.43 -
PbO 1 0.04 0.07 0.25 0.14 0.11 0.12
PdO - - 0.00 - - - @
P,Os 3 0.00 0.02 0.10 0.09 0.04 0.05
Pr,0; - - 0.03 - - 0.02 0.01
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Table 2.3 (cont’d)

C106/ C106/AY102 C104/
Limit | AZ101 | AZ102 | AY102 | +Sr/TRU®ppt | AY101 | Others®

PuO, - - - - - 0.01 -
Rb,0 - 0.00 - - - 0.02 0.01
Rh,0; - 0.02 0.00 - - - @
RuO, - - - - - - -@
Sb,0; - - - 0.11 0.25 - 0.07
Se0, - - - 0.21 0.37 - 0.12
SiO, - 0.42 1.01 2.09 2.03 2.30 -
SO, 0.5 0.08 0.04 0.00 0.00 0.02 0.03
SrO - - 0.01 - 0.91 0.02 -
Tc,0, - 0.03 - 0.04 - - -
ThO, 4 - - - - 4.00 -
TiO, 1 0.01 0.00 0.03 0.14 0.02 0.04
U0, 8 0.01 0.00 - - 2.40 -
V,0s - - - - - 0.01 -
Y,05 - - - - - 0.01 -
ZnO - 0.02 0.01 0.02 0.07 0.02 -
710, 10 3.89 1.77 0.12 0.26 8.73 -
Total - 26.19 | 2422 | 23.07 27.63 3431 1.94
(a) TRU = transuranic.

(b)

(©)
(d)

The component concentrations in “Others” are the average concentrations for the components in glass
for the five wastes listed. Components were not included in others if 1) they are being systematically
varied in the study, 2) there is no non-radioactive isotope, or 3) the concentration in glass would be less
than 0.01%. There is only a single “Others” in this study instead of the two groups of others listed in
Table 2.1.

“-” signifies an empty data field.

Recent data (personal communication from I. L. Pegg, Catholic University of America, Washington,
D.C.) suggests that noble metals concentrations may be significant in spinel crystals from WTP HLW
glass melts, and their concentration in the melt may influence T and/or 7j,;. However, noble metals
were not included in the test-matrix glasses due to the low (generally zero) concentrations in the
waste-composition estimates available at the time of this study.

2.2 Test-Matrix Design

One objective of this work was to generate additional T;-composition data to augment existing literature
data. The existing data were obtained from Vienna et al. (2002) by sorting all the Ty data in the spinel
primary phase field by composition and selecting those glasses in the initial HLW glass-composition
region of interest (as defined in Table 2.2). A total of 35 glasses met these criteria, with their
compositions and Ty, values listed in Table A.1 of Appendix A with a “Y” in the “matrix” column. These
35 glass compositions were augmented with new test-matrix glasses selected as described below.

There are a number of methods for developing a test matrix of glasses to augment existing data. For this
study, the 35 existing glasses were augmented in a layered design (Piepel et al. 1993; Piepel et al. 2002a)
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with a centroid, an outer layer, and an inner layer. In addition, three existing glasses were added to the
matrix to assure the reproducibility of results from previous studies to this study. Finally, the new test
matrix was developed in two parts: the first part contained radioactive components (Th and U) while the
second did not. The inner layer was defined by adding 25% of the range of component concentrations to
the minimum and, likewise, 25% subtraction from the maximum. This method provided for evenly
distributing data across the range of component concentrations with most points at the minimum
concentration plus 0, 25%, 50%, 75%, and 100% of the range.

Table 2.4 lists the 31 new glasses that were fabricated and tested: 10 with U and/or Th and 21 without.
These glasses are designated WTP-TL-01 to WTP-TL-31. The first three glasses, WTP-TL-01 to
WTP-TL-03, are replicates of three VSL glasses (HLW99-73, HLW99-86, and HLW99-85, respectively).
WTP-TL-04 is a centroid glass with U and Th, whereas WTP-TL-05 is a centroid glass without U and Th.
WTP-TL-31 is a replicate of WTP-TL-05, the nonradioactive centroid glass. The remaining glass
compositions were then selected to augment the 41 compositions determined so far (namely, the existing
35 glass compositions listed in Appendix A and the 6 pre-selected glasses denoted WTP-TL-01 to
WTP-TL-05 and WTP-TL-31). The steps to select the remaining 25 glass compositions proceeded as
follows.

Step 1: Existing Glass Compositions Normalized

The ACED™ optimal experimental design software (Welch 1987), which was used to select the 25
remaining glass compositions, requires that the proportions of mixture components used as design factors
sum to 1.0. Hence, the mass fractions of the 15 components listed in Table 2.2 were normalized to sum to
1.0 for the 35 existing glass compositions and the 6 pre-selected compositions. Before normalization, the
mass fractions of the 15 components listed in Table 2.2 totaled from 0.9020 to 0.9943 for the 35 existing
glass compositions. For the 6 pre-selected glass compositions, the mass fractions totaled 0.9806 (as
discussed in Section 2.1). The normalized compositions were used only for design selection purposes by
ACED and are not the actual glass compositions to be tested.

Step 2: Outer-Layer Glasses with U and Th Generated and Four Selected

The 81,103 vertices of the outer layer with U and Th were generated using the MCCVRT® routine in
MIXSOFT (Piepel 1999). Then, ACED was used to select 4 glasses to augment the previous 35 + 6 =
41 glasses. Optimal experimental design software can converge to local optima, so multiple “tries” are
recommended. ACED was used to generate 10 tries (sets of 4 glasses) using each of three design criteria
referred to as D-, G-, and V-optimality.” A linear mixture model (See Section 4.1.1) was assumed for
use with these optimality criteria. Various design summary statistics in the ACED output were compared,
and one set of 4 outer-layer (with U and Th) glasses was selected. These glasses are listed as WTP-TL-06
to WTP-TL-09 in Table 2.4.

(a) ACED = commercial software used to select candidate points for a mixture experimental design.

(b) MCCVRT = a subroutine in MIXSOFT commercial software for the generation of extreme vertices of a
constrained mixture experimental region.

(¢) MIXSOFT = commercial software used to design mixture and other constrained region experiments.

(d) The three different criteria can be described as: D-optimal minimizes the uncertainties in model coefficients,
G-optimal minimizes the maximum uncertainty model predictions, and V-optimal minimizes the average
uncertainty in model predictions (see Welch 1987 for further discussion of these criteria).
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Step 3: Inner-Layer Glasses with U and Th Generated and Five Selected

The 55,161 vertices of the inner layer with U and Th were generated using the MCCVRT routine in
MIXSOFT. ACED was used to select 5 of these vertices to optimally augment the existing 35 glasses,
the pre-selected 6 glasses, and the 4 glasses selected in Step 2. Again, 10 tries were made with each of
the three design criteria, based on a linear-mixture model. The design summary statistics for the 30 tries
were compared, and a set of 5 inner layer (with U and Th) glasses was selected. These glasses are listed
as WTP-TL-10 to WTP-TL-14 in Table 2.4.

Step 4: Outer-Layer Glasses Without U and Th Generated and Eight Selected

The 15,024 vertices of the outer layer without U and Th were generated using the MCCVRT routine in
MIXSOFT. ACED was used to select 8 of these vertices to optimally augment the existing 35 glasses,
the pre-selected 6 glasses, the 4 glasses selected in Step 2, and the 5 glasses selected in Step 3. Again, 10
tries were made with each of the three design criteria, based on a linear-mixture model. The design
summary statistics for the 30 tries were compared, and a set of 8 outer layer (without U and Th) glasses
was selected. These glasses are listed as WTP-TL-15 to WTP-TL-22 in Table 2.4.

Step 5: Inner-Layer Glasses Without U and Th Generated and Five Selected

The 11,432 vertices of the inner layer without U and Th were generated using the MCCVRT routine in
MIXSOFT. ACED was used to select 8 of these vertices to optimally augment the existing 35 glasses,
the pre-selected 6 glasses, the 4 glasses selected in Step 2, the 5 glasses selected in Step 3, and the 8
glasses selected in Step 4. Again, 10 tries were made with each of the three design criteria, based on a
linear-mixture model. The design-summary statistics for the 30 tries were compared, and a set of 8 inner
layer (without U and Th) glasses was selected. These glasses are listed as WTP-TL-23 to WTP-TL-30 in
Table 2.4.

Glasses WTP-TL-01 through -31 (listed in Table 2.4), when combined with the initial 35 glasses listed in
Appendix A, yield a data set with low correlations between pairs of the 15 systematically varied
components as shown by the correlation coefficients in Table 2.5 and the scatter-plot matrix in Figure 2.1.
Low correlations are good in that the data will support fitting models in which the effects of glass
components on Tr, can be properly estimated.
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Table 2.4. Test Matrix Glasses for Ty Data Collection

Glass Comment | AlL,O; | B,O; | CdO | Cr,0O5 | Fe,O5 | LioO | MNO | Na,O | NiO | SiO, | SrO | ThO, | UsOg | ZnO | ZrO,
WTP-TL-01 | HLW99-73 | 7.41 | 529 | 0.00 0.21 211 | 3.17 | 3.07 | 1422 | 0.00 | 46.19 | 577 | 0.00 | 0.00 | 2.11 | 3.17
WTP-TL-02 | HLW99-86 | 7.05 | 10.06 | 0.00 020 201 | 3.02| 292 | 950 0.00 | 48.07 | 549 | 0.00 | 0.00 [ 2.01 | 3.02
WTP-TL-03 | HLW99-85 | 7.04 | 10.06 | 0.95 0.20 730 | 3.02 | 292 | 7.44 (095 |39.81 548 | 0.00 [ 0.00 | 2.01 | 3.02
WTP-TL-04 | rad cent 6.49 9.48 | 0.50 0.25 7.98 | 2.99 2.50 9.48 | 0.50 | 45.41 | 4.24 2.00 | 2.00 [ 1.25 2.99
WTP-TL-05 | norad cent 6.76 | 9.88 | 0.52 0.26 832 | 3.12| 2.60| 9.88 | 0.52 | 47.34 | 442 | 0.00  0.00 | 1.30 | 3.12
WTP-TL-06 | rad outer 2.00 | 15.00 | 0.00 0.00 [ 13.00 | 0.00 | 0.00 | 15.00 | 0.00 | 38.00 | 2.56 | 4.00 | 0.00 | 2.50 | 6.00
WTP-TL-07 | rad outer 11.00 | 4.00 [ 1.00 0.50 5.00 | 6.00 5.00 4.00 | 1.00 | 48.06 | 8.50 4.00 | 0.00 [ 0.00 [ 0.00
WTP-TL-08 | rad outer 10.56 | 4.00 | 1.00 0.00 [ 3.00| 6.00 | 5.00 | 15.00 | 1.00 | 38.00 | 8.50 | 0.00 | 4.00 [ 0.00 | 2.00
WTP-TL-09 | rad outer 11.00 | 4.00 | 1.00 0.00 [ 3.00 | 6.00 | 5.00 | 15.00 | 1.00 | 39.56 | 0.00 | 4.00 | 4.00 | 2.50 | 2.00
WTP-TL-10 | rad inner 8.75 | 12.25 | 0.25 038 | 1050 | 450 | 1.25| 6.75| 025 |41.75|2.12| 1.00| 3.00 | 1.88 | 3.43
WTP-TL-11 | rad inner 42511225 | 0.75 0.38 550 | 1.50 | 3.75| 1225|025 | 48.94 | 2.12 | 1.00 [ 3.00 | 0.62 | 1.50
WTP-TL-12 | rad inner 875 | 1225 ] 0.25 0.38 5.50 | 1.50 1.25 [ 11.18 | 0.75 | 41.75 | 6.38 3.00 [ 3.00 | 0.62 1.50
WTP-TL-13 | rad inner 7.18 | 12.25 | 0.75 0.38 550 | 450 | 3.75| 1225|025 | 41.75 | 2.12| 3.00 [ 1.00 | 1.88 | 1.50
WTP-TL-14 | rad inner 425| 6.75| 0.25 0.12 | 1050 | 2.81 | 3.75| 6.75| 0251|4513 | 6.38 | 3.00 | 3.00 | 0.62 | 4.50
WTP-TL-15 | norad outer 2.00 | 15.00 | 0.00 0.50 | 13.00 | 6.00 0.00 | 15.00 | 0.00 | 38.06 | 8.50 0.00 | 0.00 [ 0.00 [ 0.00
WTP-TL-16 | norad outer | 11.00 | 15.00 | 1.00 0.50 [ 13.00 | 6.00 | 5.00 | 4.00 | 0.00 | 40.06 | 0.00 | 0.00 | 0.00 [ 2.50 | 0.00
WTP-TL-17 | norad outer | 11.00 | 15.00 | 0.00 050 [ 6.56 | 0.00 | 0.00 | 15.00 | 1.00 | 38.00 | 8.50 | 0.00 | 0.00 [ 2.50 | 0.00
WTP-TL-18 | norad outer | 2.00 | 15.00 | 1.00 0.00 9.06 | 6.00 | 0.00 | 15.00 [ 1.00 | 38.00 | 8.50 | 0.00 [ 0.00 | 2.50 | 0.00
WTP-TL-19 | norad outer [ 2.00 | 15.00 | 1.00 0.50 3.00 | 0.00 | 5.00| 15.00 [ 1.00 | 49.56 | 0.00 | 0.00 [ 0.00 | 0.00 | 6.00
WTP-TL-20 | norad outer 2.00 4.00 | 1.00 0.50 | 13.00 | 6.00 0.00 4.00 | 1.00 | 49.56 | 8.50 0.00 | 0.00 | 2.50 | 6.00
WTP-TL-21 | norad outer [ 2.00 | 4.00 | 1.00 0.50 [ 13.00 | 0.02 | 5.00 | 15.00 | 0.00 | 53.00 | 2.04 | 0.00 | 0.00 [ 2.50 | 0.00
WTP-TL-22 | norad outer | 7.52 | 15.00 | 1.00 0.00 [ 13.00 | 0.04 | 5.00 | 4.00| 0.00 | 38.00 | 8.50 | 0.00 | 0.00 [ 0.00 | 6.00
WTP-TL-23 | norad inner 8.75 6.75 | 0.75 0.38 7.93 | 4.50 3.75 6.75 | 0.75 | 49.25 | 6.38 0.00 | 0.00 [ 0.62 1.50
WTP-TL-24 | norad inner | 4.25 | 6.75 | 0.25 0.12 ( 1050 | 1.50 | 3.75 | 11.18 | 0.75 | 49.25 | 6.38 | 0.00 | 0.00 | 1.88 | 1.50
WTP-TL-25 | norad inner | 4.25 | 12.25 [ 0.75 0.12 550 | 450 | 3.75| 1225|025 | 4294 | 6.38 | 0.00 [ 0.00 | 0.62 | 4.50




Table 2.4 (cont’d)

Glass Comment AlLO; | B,O; | CdO | Cry,03 | FeyO3 | LioO | MNO | Na,O | NiO | SiO, | SrO | ThO, | UsOg | ZnO | ZrO,
WTP-TL-26 | norad inner 42511225 | 0.75 0.38 5.50 [ 450 3.75| 12.25 ] 0.25 | 42.68 | 6.38 0.00 | 0.00 | 0.62 | 4.50
WTP-TL-27 | norad inner 8.75 | 1225 | 0.25 0.12 | 10.50 | 4.50 [ 3.75 6.75 | 0.25 | 42.44 | 2.12 0.00 | 0.00 | 1.88 | 4.50
WTP-TL-28 | norad inner 4251 6.75 | 0.25 0.12 | 10.50 | 4.50 | 3.75 6.75 | 0.25 | 48.18 | 6.38 0.00 | 0.00 | 1.88 | 4.50
WTP-TL-29 | norad inner 42511225 | 0.75 0.38 | 10.50 | 1.50 [ 3.75 6.75 | 0.25 |1 49.25 | 5.20 0.00 | 0.00 | 0.62 | 2.61
WTP-TL-30 | norad inner 875 | 1225 | 0.25 0.38 5.50 | 4.50 1.58 6.75 | 0.75 | 48.85 | 2.12 0.00 | 0.00 | 1.88 | 4.50
WTP-TL-31 | norad cent dup 6.76 [ 9.88 | 0.52 0.26 832 | 3.12 | 2.60 9.88 [ 0.52 | 4734 | 442 0.00 | 0.00 [ 1.30 [ 3.12
Table 2.5. Pair-Wise Correlations for Augmented Data set Major Component Concentrations
Al,O4 B,0; CdO Cr,0; Fe,O3 Li,O MnO Na,O NiO SiO, Sro ThO, U304 ZnO ZrO,
AlLO; | 1.000 | -0.249 0.024 -0.001 | -0.139 0.168 0.006 0.010 0.117 -0.240 | -0.169 0.073 0.141 -0.098 | -0.026
B,0; @ 1.000 -0.006 | -0.022 | -0.073 | -0.241 -0.146 | -0.180 | -0.202 | -0.259 0.065 -0.037 | -0.127 0.080 -0.090
CdO - - 1.000 0.066 -0.075 | -0.018 0.119 -0.214 | -0.052 | -0.109 0.189 0.100 0.095 0.117 -0.111
Cr,04 - - - 1.000 -0.017 | -0.004 0.176 -0.055 0.032 -0.033 0.220 0.046 -0.039 0.205 0.038
Fe,O3 - - - - 1.000 -0.014 | -0.214 0.005 0.041 0.032 -0.294 [ -0.180 | -0.253 | -0.239 | -0.063
Li,O - - - - - 1.000 0.007 -0.141 0.219 -0.092 | -0.017 | -0.019 0.113 -0.069 | -0.052
MnO - - - - - - 1.000 -0.206 0.065 -0.150 0.270 0.179 0.249 0.220 0.040
Na,O - - - - - - - 1.000 0.120 -0.159 | -0.295 | -0.069 | -0.003 | -0.195 0.025
NiO - - - - - - - - 1.000 -0.038 | -0.078 | -0.001 0.067 -0.183 0.047
SiO, - - - - - - - - - 1.000 -0.389 | -0.275 | -0.239 | -0.315 | -0.160
SrO - - - - - - - - - - 1.000 0.170 0.126 0.483 -0.041
ThO, - - - - - - - - - - - 1.000 0.527 0.237 -0.039
U304 - - - - - - - - - - - - 1.000 0.087 -0.140
ZnO - - - - - - - - - - - - - 1.000 -0.039
ZrO, - - - - - - - - - - - - - - 1.000

(a) “-” signifies an empty data field.




S oo

[=J=

15 xqgo X M@ 00 XX KX OO X[B ~ X X~ OO O K 0L gxxg(x oS XE é>< xR O
83 AI203 @X Qex X lo %8 XS @a%@ bo 36 XE KX Exo( x B
5 X gRO{X X X g ng %Oi% gx X X X (O gx X %QXX
24 X XX XX X| X X X X X[ X X X XX XX XX XX X X XX X X| X X
(EX X X X X| X XX X| X X X X XX XXX X X X X| X X
P= o @ X % | X XOX X o XO| ¥ X XX X X X X X X ogog
3 B203 %oﬁ’éo o 3 2 | 8L % elo 0 |8 x & X0 |§OR
= (] OO X %30 X B@ §5$<@><o X X X
4§><Z§ X X@Oxx x|%x X x| X © X x XXX |2 x 8<>< X X >6>< x% X
= >5><§% X bR ><X ><>§<O><><‘3< X&@@X O><>< X>c<) @X%’x X@o@g d%x é >c<)><>< X ><>< X ><>< X >C<)X X?xx
S % g&jp Cdo ‘ix@@) % XX X&(@ >’6>¢§£ Xx y y XX %
= % X X X | %X X X X X
OZXMOacéoox [::) X|o ax| X X | B @000 o o O @XX @EO |8 X 0 X& X|& o & ox|8 0 &
4—:>< XX X|X X XXX X X XX X X X|X XXX XXX ><><>< xxéx N xx Xx xxxxxx
4 XXX | X X | X X XX X X | XX X X X X XX |X
E Cr203 X o
SR Bse 7 otk ST AR MRS e b i
0ax Qx%%%‘xa Ox x> X@X| X X 0 X X O x| [ X X X X X X
E= X X X X XX 74 X X X X X
o3 8 Q 3>§<&°X X §< Xw%@ gx X IBX  x O gx X 3’@»@
=X QT XRKXGXK | Fe203 |~ 3KX oF X 5o o0 >§3;<>< X & ><>\\<Q§ gxg
62 XXB|x  0g X x0XX X X [ EX Xy Ix XOK Y| 2 XEOK Q0 [8X XFBX Xx|@X X _|gX % X
=X o0 X% o Xo XX o X X o X oX o Ko XK X X o XK x| XX X7 X X
6x x| X g XX X XX X x ><>< XIX o XK o8, X X o XX, ><X X
2% B B 9 038 100 |§B% 88888 % 158 1 1SS S B
27 X oX X OoX X ® & X X X oX X X X0 X oX X X |OX XX |&ZX X X X |oX X XX
X X x[x X|x X|X X XX X X X |x X|X XX XX|XX XX X |X X x| X X
Pu
— X XX X|X X| XX X| X X X X DX X X X X X X| X X
3 & g@é gxxxo @éi o % X% MnO ;55« OXN%O g;% %xxx %x@(x gxxé @><>§>X<§‘
01X RIBOR| x BB |2 L0x 2800 | o] S x> o e o 0B 0% *x8* *xj& X 8% *x 2#0x
6% o O XE %% X< X X X/ 60% % g X X o X X X X% &
RLGR K 2 = R Sy S - 3
2 gt B OB L5 E N3 Bt | o Do Kk B¢ X 86K | o
3 XOx X Ox X XO| YO X XX XRX XOX X XO | OxX X X % XX X X X X R XXX
Ax X x|x X X|X x| X ox|x x| x X x x XK |X XX X|x x x| X X
=X X X x| X X X[ 6@ X X X X x| &
965 é:@xg 992 gx xd(gxcwx >§<2§><§ 5@% 25x%x Qgg NiO %QQ G><XO>< § X § G<>< gxxg O;bxé
o i X
k=| %6 >§§§@ X X &% x§< gx X XO'X gx XX %x X gx X gx X
=x a0 X & 0><>§g x|o x x| 8 d x x" 0% X< &85 x|8% © X X ox| D x
PTx X0 X X omX X 080 X X X o X
2(5".X§ §;§§%@x§>§ %é%xiig% x éx%&é & sio2 SX REx X E o X gg%léxg%@g
g X Q@ % & X 8 % x X |Bx X Q
B o O e I i M Vet Sl il X 8 *xle” By
9
TX X KX ><><>< XX KKK XX ><>< ><>< XX XX ><X P X ><><>< ><><>< >é><><><><><
= X
63 §5Q OXQES 0% (Ko @Eﬁ ] X@% %8 ,@g %g{"(@ @25% o |0 so & < & < X )
3% x xx |x XXXX XXX XX X X¥ XX X |[Xx XX | X XXX X XKx XX XX XX|¥Xx X X X ¥ XX XXX
0 X GEED O% | X @EXIDX|@ CDOX | EIED  X| XO GEIX| XO@moX | ©@ @O0 X GX oD @K Xoan & X|& o X|& X| @ 0o
49 X[X X|x X[X XXX X[x XX X X X|X xR X [XX X X XX XXX X
3 x xx X X | X X X X | XXX | X X X X | X X | XX X X on ><><>< X X ><><><
3 X X X X X X P X X X X
2-: X X X | X x X X X | X'x | X% X X | X x X X x X XX
0 X J{mENOR | XGB(EREDX | ® )XDEDLNX | EHnfE X X|O< GRsEX| X@RAX | ®>EEO | X & @K SORKES 3@ PO | 3 X XX PO X[B X X)9X| @
49 XX X[X X x X X XK XX X X x| X
4 X X | X X | x x| x x X X | XXX | X X X X | X X | XXX XX X aog | XX X XX
= X X X X X
2_: o§< @<X o % Oéx Xé o XDQ 6>< )&:sx Xls’) ><>b o OX)@( ; % o ;3 Oy
0 X o | Xaatman | & EDaenX | Epuie X X|OEOgEX| X CamX | B X0 | X ) e sk Xan Doty | 5 X XX X B X X)X | B
3 X[% X|X X[X X g XX XX XX _ X X X XK XX[XXK _ XX X|X X X X_ X
23 ng C><§>< @XXXO >@>‘<X >©X>< xix x)%( )Q;xx‘g @X%XO 0»«;2( xx@< gxxx gxxx 710 xi{x
3 x"x | x' x| x' x| x x XXX | XXX | X X X X | X X | XX X XX XX X [X X XX X
o::xmnouxmmoxmm@xm X| X&) G3ifiX| XO@moX | ® @O0 (X X QA XX o@D & X & X o X H® OX
= X X x|X x| X x| X X X X X X X X
) ><o°;g0 & aggox o s %g Sx o OV REK g;g x & % & x
ey e e o N e B
= X X X X X X X
ox b Ox|x @ox@ © x XHREX| X afPox gx@ X |x X0 C0” exixx gx X x|& o g X
LANIA LA ARSI Lot NN
246810 4681114 024681 0.1234.524 681013 01234567 01234567468 1114 024681 40 45 50 5501 3 56 8 0 1234 01234 051 22501234567

Figure 2.1. Scatterplot Matrix of Component Concentrations of Augmented Data Set
(in mass percent, X represents new test-matrix glasses and o represents previous literature data.)
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2.3 Glass Fabrication

Glasses were fabricated in batches of 200 g using approved procedures (Schweiger 2002). Single-metal
oxides and carbonates along with Na,SO,4, NaF, NaCl, H;BO;, and NaPO; were used as source chemicals.
The reagent grade or better raw materials were weighed in the proper proportions, thoroughly mixed in an
agate mill, and melted in a covered Pt/Rh crucible for 1 hour. The melts were quenched on a clean
stainless-steel plate, ground in a tungsten carbide mill (to roughly 1-pum particles) to assure homogeneity,
remelted for 1 hour, and again quenched. The glasses were examined for the presence of precipitated
crystalline material and undissolved solids after each melt using optical (light) microscopy (OM), X-ray
diffraction (XRD), and/or scanning electron microscopy (SEM) with energy dispersive spectroscopy
(EDS) when necessary. If solid materials other than noble metals and their oxides were present after the
first melt, the second melt was performed at a higher temperature (typically 50°C higher, determined by
examination of the sample). If solid materials were present after the second melt, a third melt was made
to dissolve the material. The glasses from the crucible walls and the pour patty (the glass cast on the steel
plate) were examined. Following the final melt, the pour-patty glass was segregated from the glass
remaining on the crucible wall and was then used for testing as described below. A few glasses
crystallized upon cooling after they were poured onto the stainless steel plate (evident by the size and
distribution of crystals in the pour patty). For these glasses, increasing the melting temperature would not
change the outcome because they are single phased at the melting temperature and only crystallize upon
cooling. In these cases, a homogenous sample was obtained by grinding the glass in a tungsten-carbide
mill to a fine powder (roughly 10-um particles).

2.4 Testing

Matrix glasses were tested according to approved procedures previously published (Vienna et al. 2001).
The T, was determined using the uniform-temperature method where glass is ground, sized, and washed
of contamination and fines, except for glasses that crystallized upon quenching. As stated above for these
glasses, the entire batch was milled to a fine powder to assure that a homogenous sample was used for T
testing. The sized or powdered glass was loaded into Pt/Au or Pt/Rh crucibles with very tight-fitting lids
and heat treated in a uniform-temperature furnace for a fixed time. The nominal heat-treatment time of
24+2 hours was typically used unless there were signs of complication due to not obtaining equilibrium or
excessive volatility. In the case of such complications, the heat-treatment times were adjusted
accordingly. At the completion of heat treatment, the samples were quenched by placing the crucible,
containing glass, on a steel plate or refractory block unless crystallization occurred upon quenching in
which case the outer crucible surfaces were quenched in water. Each specimen was examined using an
optical microscope at a minimum magnification of 70x. Select samples were thin-sectioned and
examined from 100x up to 2000x. Select samples were also analyzed by XRD to determine the structure
and concentration of crystalline phases in the glass.

For the non-radioactive and a few select radioactive glasses, XRD samples were prepared and analyzed
according to procedure GDL-XRD Rev. 0. One- to 2-gram samples of glass plus CaF, (an internal
standard) were weighed out to a tenth of a milligram and then milled for 2 minutes in a tungsten-carbide
mill to assure a homogenous powdered sample for mounting in the XRD holder. Samples were scanned
using a step size of 0.04° 2-O over a scan range of 10 to 70° 2-® with a hold time of 4 seconds at each
step. Crystalline phases were identified using Jade 6.0 software (MDI 2001a) equipped with search
match capabilities and PDF (powder diffraction file, release 1999) database. Whole-pattern fitting to each
pattern was performed to determine the concentration of each identified crystalline phase using RIQAS
4.0 software (MDI 2001b). The ratio was then used to determine the mass fraction of spinel in the
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sample. The technique was confirmed using samples with known spinel spikes. The confirmation
samples suggested a precision of roughly 0.1 mass% for this technique.®

The equilibrium crystal fraction (c¢) versus temperature (7) curves were generated, such as the example
shown in Figure 2.2 (for a previously tested high-temperature melter glass). The number of c-T
datapoints measured per glass ranged from 6 to 15. These data were fitted to an equation derived by
Vienna et al. (1997) using ideal-solution assumptions:

c=c, l—exp{—BL(%—TLﬂ (2.1)

where c is the equilibrium fraction of crystal, ¢, is the maximum crystal fraction as T approaches 0 K, and
B, is a temperature-independent parameter related to the enthalpy of crystal formation divided by the gas
constant. If the data were insufficient to fit this non-linear model, a linear approximation was used. For
example, if a secondary phase formed before the curvature (related to B;) could be precisely estimated,
then a linear approximation was used. These models were then used to interpolate to the 7 at 1 vol%
spinel (Too1).

The polished thin sections were examined by OM and/or SEM to determine if crystalline material (e.g.,
spinel) was present in the sample and to estimate (qualitatively) the concentration and type of phase
present. The heat treatments were conducted at different temperatures in a manner to narrow the gap
between the highest temperature at which crystals were present in the melt (T¢) and the lowest
temperature at which no crystals were present in the melt (T4). The range of temperatures, between Ty
and T¢, was progressively reduced until less than or equal to roughly 10°C, and the T is estimated within
that 10°C range (usually as the center of the range).

20
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s 101 83
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6
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Figure 2.2. Example ¢ — T Curve for a Simulated HLW Glass

(a) The precision in vol% is dependent on the densities of spinel and glass/melt phase.
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2.5 Expanded Composition Region and Additional Literature Data

After the matrix design and start of testing, a revised estimate of the HLW-glass-composition region of
interest to WTP was defined (Westsik 2003). The new HL W-glass-composition region (as defined in
Table 2.6) is larger than the initial composition region (as defined in Table 2.2). An additional 103
existing T -composition data points were identified as lying within the expanded composition region and
are listed in Table A.1 in Appendix A. A scatterplot matrix (for components listed in Table 2.6) of the
new, combined, data is shown in Figure 2.3, and correlation coefficients for the same components are
listed in Table 2.7.

Table 2.6. Expanded Glass Composition Region of Interest (mass percent oxides)®

Combined Min Max
Al O3 1.92% 11.00%
B,0; 4.00% 15.00%
Cdo 0.00% 1.60%
Cr,0; 0.00% 0.50%
Fe,0; 1.92% 14.00%
Li,O 0.00% 6.00%
MnO 0.00% 6.96%
Na,O 3.91% 15.00%
NiO 0.00% 1.00%
SiO, 34.81% 53.01%
SrO 0.00% 9.95%
ThO, 0.00% 5.97%
U;0g 0.00% 6.20%
ZnO 0.00% 3.98%
710, 0.00% 9.67%
(a) Bold and italic numbers represent
changes from previous ranges.
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Figure 2.3. Scatter-Plot Matrix of Major Component in New Combined Data Set (in mass fractions)
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Table 2.7. Correlation Coefficients for New Combined Data Set

Al,O3 | B,O3 | CdO | Cry,03 | Fe,03 | Li,O [ MNO | Na,O | NiO | SiO, | SrO | ThO, | UsOg | ZnO | ZrO,
ALO; | 1.00 | -0.29 | -0.01 | 0.04 [ 0.00 | 0.01 | -0.25 | 0.20 | 0.09 | -0.24 | -0.24 | 0.05 [ -0.13 | -0.27 | 0.15
B,O; @ 1.00 | -0.04 | -0.06 | -0.47 | -0.04 [ 0.11 | -0.32 | -0.09 | -0.08 | 0.26 | 0.08 [ -0.01 | 0.30 | -0.18
CdO - - 1.00 | -0.24 | -0.02 | -0.40 | -0.13 | 0.11 | -0.33 | 0.01 | 0.17 | 0.08 | -0.27 | 0.12 | -0.29
Cr,03 - - - 1.00 | -0.05 | 0.02 | 0.09 | 0.06 [ 0.09 | -0.18 | 0.17 | 0.18 [ -0.06 | 0.17 | 0.37
Fe,03 - - - - 1.00 | -0.24 | -0.37 | 0.41 | -0.10 | -0.08 | -0.32 | -0.27 | -0.27 | -0.20 | 0.06
Li,O - - - - - 1.00 | 0.10 | -0.38 | 0.28 | 0.02 | 0.06 | 0.00 [ 0.22 | -0.13 | 0.14
MnO - - - - - - 1.00 | -0.40 | 0.04 | 0.01 [ 0.39 | 030 | 0.29 | 0.32 | -0.11
Na,O - - - - - - - 1.00 | 0.00 | -0.42 | -0.38 [ -0.29 | -0.37 | -0.31 | 0.22
INiO - - - - - - - - 1.00 | -0.07 | -0.13 | -0.09 | 0.18 | -0.16 | 0.05
SiO, - - - - - - - - - 1.00 | -0.30 | -0.11 | 0.12 | -0.23 [ -0.26
SrO - - - - - - - - - - 1.00 | 041 | 0.08 | 0.65 [ -0.07
ThO, - - - - - - - - - - - 1.00 | 0.21 | 0.21 | -0.07
(U304 - - - - - - - - - - - - 1.00 | -0.01 | -0.36
ZnO - - - - - - - - - - - - - 1.00 | -0.05
710, - - - - - - - - - - - - - - 1.00
(a) “-” indicates an empty data field. This matrix is symmetric and only the upper right half is shown.

2.6 Quality Assurance

Battelle—Pacific Northwest Division (PNWD) implements the River Protection Project (RPP)-WTP
quality requirements by performing work in accordance with the PNWD Waste Treatment Plant Support
Project QA project plan (QAPjP) approved by the RPP-WTP QA organization. This work was performed
to the quality requirements of NQA-1-1989 Part I, Basic and Supplementary Requirements, and NQA-2a-
1990, Part 2.7. These quality requirements are implemented through PNWD’s Waste Treatment Plant
Support Project (WTPSP) Quality Assurance Requirements and Description Manual. The analytical
requirements are implemented through PNWD’s Conducting Analytical Work in Support of Regulatory
Programs.

The data-collection part of this study was performed under the additional QA requirements of DOE/RW-
0333P, Rev. 11, Quality Assurance Requirements and Description (DOE 2002), which were met as
described in TP-RPP-WTP-182 Rev. 0. Additional data were collected from literature for use in model
evaluation. The QA program used in developing the literature data was identified for each data set.
Those data sets without a QA Program specifically reported in the source documents were labeled as
“unknown” for QA.

A listing of the procedures implementing the DOE/RW-0333P QA requirements (DOE 2002) is included
in Table 2.8.
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Table 2.8. QA Implementing Procedures Used in this Study

QARD
Section | Yes | No Implementing Procedure Title Justification for Exclusion
1 X WTPSP Manual Section 1.1, Organization
QA-RPP-WTP-101, Communication and
Commitment (Interface) Control
QA-RPP-WTP-1501, Nonconforming Items
2 X WTPSP Manual Section 2.1, Quality Assurance
Program
QA-RPP-WTP-205, Quality Assurance Plans
QA-RPP-WTP-208, Applying QA Controls (Grading)
WTPSP Manual Section 18.1, Audits
QA-RPP-WTP-1801, Internal Audits
QA-RPP-WTP-201, Indoctrination and Training
3 X | WTPSP Manual Section 3.1 Design activities will not be
QA-RPP-WTP-301, Hand Calculations performed; however, hand
QA-RPP-WTP-302, Design Control calculations may be performed as
per procedure
QA-RPP-WTP-301.
4 X WTPSP Manual Section 4.1 Internal, quality-affecting services
QA-RPP-WTP-401, Purchase Requisitions will not be needed for model
QA-RPP-WTP-404, Procurement of Internal Quality evaluation work scope so that
Affecting Services QA-RPP-WTP-404 will not be
needed.
5 X WTPSP Manual Section 5.1
QA-RPP-WTP-501, Preparation, Review, and
Approval of QA Implementing Procedures
6 X WTPSP Manual Section 6.1
QA-RPP-WTP-601, Document Control
QA-RPP-WTP-602, Document Change Control
7 X WTPSP Manual Section 7.1 Internal, quality-affecting services
QA-RPP-WTP-401, Purchase Requisitions will not be needed for model
QA-RPP-WTP-404, Procurement of Internal Quality evaluation work scope so that
Affecting Services QA-RPP-WTP-404 will not be
needed.
8 X | WTPSP Manual Section 8.1 Model-evaluation work will not
QA-RPP-WTP-801, Sample Control involve working with samples.
9 X | WTPSP Manual Section 9.1 No special processes will be used.
QA-RPP-WTP-902, Control of Special Processes
10 X | WTPSP Manual Section 10.1 Inspections will not be performed
as part of this test plan.
11 X WTPSP Manual Section 11.1
QA-RPP-WTP-1101, Scientific Investigation
QA-RPP-WTP —604, Independent Technical Review
12 X | WTPSP Manual Section 12.1 Model-evaluation work will not
QA-RPP-WTP-1201, Calibration Control System involve the use of calibrated
equipment.
13 X | WTPSP Manual Section 13.1 Model-evaluation work will not

QA-RPP-WTP-1301, Handling, Storage, and
Shipping

involve the handling, storage, or
shipment of materials.
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Table 2.8 (Contd)

QARD
Section | Yes

No

Implementing Procedure Title

Justification for Exclusion

14

WTPSP Manual Section 14.1
QA-RPP-WTP-1401, Inspection and Test Status and

Tagging

Model-evaluation work will not
involve the use of items that
require inspection, testing, or
operational statusing.

15 X

WTPSP Manual Section 15.1
QA-RPP-WTP-1501, Nonconforming Items

16 X

WTPSP Manual Section 16.1
QA-RPP-WTP-1601, Trend Analysis
QA-RPP-WTP-1602, Corrective Action

17 X

WTPSP Manual Section 17.1
QA-RPP-WTP-1701, Records System
QA-RPP-WTP-1704, Laboratory Record Books

Laboratory Record Books will not
be needed or used for model-
evaluation work.

18 X

WTPSP Manual Section 18.1
QA-RPP-WTP-1801, Internal Audits

QARD
Supplement

Yes

No Implementing Procedure Title

Justification for Exclusion

I

QA-RPP-WTP-SCP, Software Control
QA-RPP-WTP-604, Independent Technical
Review

QA-RPP-WTP-401, Purchase Requisitions
QA-RPP-WTP-1701, Records System

II

X | WTPSP Manual Section 8.1
QA-RPP-WTP-801, Sample Control

Model-evaluation work will not
involve working with samples.

I

WTPSP Manual Section 11.1
QA-RPP-WTP-1101, Scientific Investigation
QA-RPP-WTP —604, Independent Technical
Review

v

X | PNWD has no Field Surveying responsibilities.

Not applicable.

QA-RPP-WTP-SV, Control of the Electronic
Management of Data

Model evaluation was performed under the WSRC QA Programs as defined in the WSRC QA
Management Plan, WSRC-RP-92-225, the WSRC QA Manual 1Q and SRTC Procedures Manual L1,
which are responsive to the requirements of DOE QA Orders, 10 CFR 830 Subpart A, NQA-1-1989, Part
1, Basic and Supplementary Requirements and NQA-2A-1990, Subpart 2.7, and the Office of Civilian
Radioactive QARD, RW-0333P.
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3.0 Testing Results

The data collected from the new test-matrix glasses discussed in Section 2.2 are presented and discussed
in this section. Section 3.1 presents the Ty results, while Section 3.2 discusses the crystalline-fraction-
data collected. Section 3.3 discusses the measurement results on a standard glass for which

measurements were made along with the new test-matrix glasses.

3.1 Liquidus Data

Data gathered for each glass heat treatment are summarized in Appendix B. The T, values of test glasses
are summarized in Table 3.1. These values span the range from 780°C to 1306°C for those glasses in the
spinel primary phase field. Glasses WTP-TL-01, -02, -06, -09, and -22 were found to be in a different
primary phase field (as described in Appendix B). WTP-TL-16 was found to show excessive volatility at
temperatures near Ty, so T, could not be accurately determined. The T, values of these six glasses were
not used in model development or validation.

Table 3.1. Summary of T Values for Glasses Listed in Table 2.4 (determined by OM/SEM method)

Glass ID OM T, Phase Glass ID OMT_ | Phase | Glass ID OMT_ | Phase
WTP-TL-01 760 Crystobalite | WTP-TL-12 1,306 Spinel | WTP-TL-23 1,219 Spinel
WTP-TL-02 711 Albite WTP-TL-13 1,006 Spinel | WTP-TL-24 1,071 Spinel
WTP-TL-03 1,191 Spinel WTP-TL-14 1,195 Spinel | WTP-TL-25 820 Spinel
WTP-TL-04 1,117 Spinel WTP-TL-15 780 Spinel | WTP-TL-26 972 Spinel
WTP-TL-05 1,107 Spinel WTP-TL-16 (a) Spinel | WTP-TL-27 1,165 Spinel
WTP-TL-06 898 Clinopyroxene | WTP-TL-17 1,197 Spinel | WTP-TL-28 1,064 Spinel
WTP-TL-07 1,296 Spinel WTP-TL-18 852 Spinel | WTP-TL-29 1,254 Spinel
WTP-TL-08 1,029 Spinel WTP-TL-19 1,070 Spinel | WTP-TL-30 1,257 Spinel
WTP-TL-09 1,289 Thorianite WTP-TL-20 1,259 Spinel | WTP-TL-31 1,119 Spinel
WTP-TL-10 1,194 Spinel WTP-TL-21 | 1,181 | Spinel D) - -

WTP-TL-11 1,070 Spinel WTP-TL-22 1,249 | Zircon - - -

(a) T could not be determined due to excessive volatility at 7 near Ty.
(b) “-” signifies an empty data field.

Samples of WTP-TL-01 and -30 were analyzed using SEM/EDS to determine the presence and chemistry
of phases other than glass in the samples. WTP-TL-01 in particular was analyzed to determine if the

irregular-shaped particles in the glass were spinels or undissolved noble metals. Figure 3.1 shows

micrographs of the irregular-shaped Ru-rich particles as determined by EDS with compositions listed in
Table 3.2. No spinels were found in the SEM sample or samples analyzed by XRD. Figure 3.2 shows

spinel crystals with their composition listed in Table 3.3. Table 3.4 compares the composition of

WTP-TL-30 glass with its target value.
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Figure 3.1. Scanning Electron Micrographs of Ru-Rich Particles in WTP-TL-01 Glass
Heat Treated at 1001°C for 24 Hours

Table 3.2. Elemental Concentrations of Particles in WTP-TL-01 Heat Treated at
1001°C for 24 hours, mass%

Element | Particle1 (a) | Particle 2 (b) | Particle 3 (c)
0] 30.65 16.93 17.06
Na 3.83 0.00 0.00
Al 1.25 0.00 0.00
Si 6.69 2.10 0.00
Ru 57.58 80.97 82.94
Total 100.00 100.00 100.00

WTP-TL-30 heat treated at 1226°C for 24 hours was also examined by SEM/EDS to determine the
morphology and chemistry of the crystalline phase present in the sample. SEM micrographs show areas
of agglomerated spinels with varying shapes. Measured EDS data on the crystals indicate that the crystals
are spinel. The crystals contain high concentrations of Cr, Fe, Ni, Zn, Mn, and O.
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(©)
Figure 3.2. Scanning Electron Micrographs of Ru-Rich Particles in WTP-TL-30 Glass

Heat Treated at 1226°C for 24 hours

Table 3.3. Elemental Concentrations of Particles in WTP-TL-30 Heat

Treated at 1226°C for 24 hours

Wt%
o 20.54
Na 7.49
Mg 0.63
Al 1.54
Si 3.72
Cr 34.65
Mn 2.87
Fe 10.21
Ni 5.23
Zn 13.14
Total 100
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Table 3.4. Comparison of Measured and Target Glass Compositions of WTP-TL-30
Heat Treated at 1226°C for 24 hours, wt%

Component | Measured | Target®
ALO; 10.25 10.66
B,0; NA 0.00
CaO 0.47 0.46
CdO NA 0.30
Cr,03 0.31 0.46
Fe, 03 7.13 6.70
Li,O NA 0.00
MgO 0.38 0.46
MnO 1.97 1.93
Na,O 5.94 8.22
NiO 0.79 0.91
SiO, 58.80 59.52
SrO 3.21 2.58
ZnO 2.80 2.29
710, 7.96 5.48
Total 100.01 99.97
(a) Renormalized to exclude B,0s, Li,0O,
and Others to compare with
limitations of EDS system.

3.2 Crystal-Fraction Data

The crystal fractions measured in test samples are listed in Appendix B and summarized in Table 3.5.
The crystal fractions for literature data are tabulated in Appendix A. An example of a whole pattern fit to
a scan is shown in Figure 3.3. Shown in the plot are the following: XRD pattern in red, refined pattern in
green, difference pattern in black, fitted background in blue, red vertical lines and peak fit at each peak
for Fluorite, and blue line for Magnetite (spinel). From this fit, RIQAS calculates the concentration of
each crystalline phase as shown in Figure 3.4.

Few of the glasses had sufficient data to accurately determine ¢y, 7;, and B, coefficients (from Equation
2.1). The primary reasons for this discrepancy were that the data largely appeared to be linear in the
region of Ty, and secondary-phase in-growth at lower temperatures limited the temperature range of
testing. Therefore, the data were fit using a linear relationship according to:

T=Ty+bc (3.1
where Tj and b are fit parameters, with 7} being the estimated temperature for zero fraction of spinel

(i.e., TL). Any samples that showed non-linearity at lower temperatures were excluded from the fit to
give the best approximation of 7 and Ty, (only six data points were removed).
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Figure 3.3. Example XRD Pattern with Cell Refinement
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* * QUANTITATIVE PHASE ANALYSIS:

Job Title:
File: C:\XRD patterns\WTP-tI\EXAMPLE SCAN.DIF

Title:
Range: 10 - 70, Inc: 0.04, Time: 4, NPts: 1501.

Quantitative results based on all phases used in the refinement.
The sum of the weight fractions is normalized to 1.0

Phases wit% (ESD) Size(A)
1: Fluorite(CaF2) 39.1 (1.8) 203
2: Magnetite 60.9 (1.2 575

Quantitative results scaled to the internal standard.
The values in () are calculated excluding the internal standard.
Internal Std Phase: 1, wgt: 5.00%, Wgt.Scale=7.82, K*RHO(M)/U(M): 2183.79

Phases wthh (No Std) Size(A)
1: Fluorite(CaF2) 5.0 ( 0.0) 203
2: Magnetite 7.8 ( 8.2) 575

Total weight %: 12.8 ( 8.2)

Figure 3.4. Example Mass% Determination from RIQAS
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To convert the measured mass fraction of spinel to a volume fraction, the densities of both the crystal and
melt phases are required. Because the densities of both phases are unknown functions of temperature and
composition, gross estimates of densities based on values at room temperature were assumed. The spinel
density assumed was 5.29 g/cm’ (based on cell refinements performed as described in Appendix B). The
densities of the glasses, which averaged roughly 2.7 g/cm’, were calculated according to the model
reported by Vienna et al. (2002). Because the thermal expansion of the liquid phase is greater than that of
the solid phase, it is expected that the actual volume fractions of crystal at melt temperature is lower than
estimated by this method—thus providing some degree of conservatism in this assessment. It is difficult
to assess how composition impacts the thermal expansion of the melt and therefore the melt density at T
with current tools. No assessment is made as to how these assumptions impact the outcome.

Table 3.5. Summary of ¢-T Data for Test Glasses Containing Spinel®

ID| T c |[ID| T c |ID| T c |ID| T c |ID| T c
-03 | 900 (22]-16|1251 (09 |-20( 900 |3.4|-23 |1140| 0.2 | -27 | 1000 | 2.1
-03 11000 | 1.2 | -16 | 1275 0.7 | -20 | 1000 | 2.2 | -23 | 1176 | 0.1 | -27 | 1100 | 0.7
-03 |1 1100 [ 0.6 | -17 | 894 [ 1.1 |-20 [ 1100 | 1.4 | -24 | 900 | 1.7 { -29 | 900 | 2.7
-05| 800 1.6 |-17 (1000 | 0.6 | -20 | 1200 | 0.5 | -24 | 1000 | 0.4 | -29 | 1000 | 1.5
-05| 900 12]-17|1100|0.2|-21| 802|1.7|-24]1025]|0.2|-29| 1100 | 0.9
-05 11025 05|-17(1140|0.1|-21| 90012 |-26| 750|0.4|-29 | 1200 | 0.6
-05 (1050 { 0.3 |-18 | 750(0.2|-21|1000|0.7|-26| 800|0.3|-30| 900 | 1.8
-16 | 1002 [ 45|-19| 900 | 1.7 |-21| 110004 |-26| 900| 0.2 | -30 | 1000 | 1.2
-16 | 1101 | 3 -19 1 1000 | 0.5 | -23 | 1100 [ 0.4 | -26 [ 916 | 0.1 | -30 | 1100 | 0.8
-16 | 1200 | 1.8 | -19 | 1025 | 0.4 | -23 [ 1126 | 0.3 | -27 | 900 | 5.3 | -30 | 1200 | 0.3

(a) Glass IDs are given by WTP-TL-xx with -xx listed in the table, 7”s are in °C, and ¢’s are
reported in mass %.

The Ty and ¢-T data were evaluated for self consistency and consistency with other data in the same
composition region. A slightly different set of 7)) values (Equation 3.1) was fit to the ¢-T data as an
estimate of T, (e.g., extrapolation of ¢-T data to c=0).”) This revised set of Ty, focused on a very low
concentration region, will be called XRD Ty to set them aside from the 7 values aimed at defining T,
and OM T values. The XRD T, value from each test glass that had sufficient data (including literature
data) was compared to the T; measured using OM (denoted as OM T.). A summary of the results is
listed in Table 3.6. Figure 3.5 shows this comparison of OM T, and XRD T;. All XRD Ty values were
within 50°C of the OM T values with the exception of three samples (Sp-Na-1, Sp-Na-3, and Sp-Cr-1
from literature), showing excellent agreement. The measurement uncertainty from the OM method is
estimated at 12°C (Vienna et al. 2001, for example). The three glasses with greater than 50°C differences
in OM T, and XRD T measurements are labeled in the figure and were not used in model evaluations.
To help determine the cause for the relatively large differences in Ty and 7}, one of the three glasses,
Sp-Cr-1, was re measured by both techniques—yielding virtually the same results, as shown in the figure.
This suggests that the cause of the differences is likely not random experimental error.

(a) With data that were not quite linear, a portion of the data surrounding the 0.01 volume fraction was used to
interpolate to T¢; while only the higher temperature data were used to extrapolate to Ty.
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Table 3.6. Summary of Spinel Fraction Data (with 7 in °C and ¢ in volume fraction)

Glass ID OM T, | Phase® | b(slope) | To(int) | XRDT. | Too1 |[Comments
WTP-TL-01 760 si -® - - - Crystobalite
WTP-TL-02 771 ab - - - - Albite
WTP-TL-03 1,191 sp -23,256 1,164 1,167 932 -
WTP-TL-04 1117 sp ) ) ) ) ziII{nlglgerformed on only one
WTP-TL-05 1,107 sp -37,037 1,088 1,115 740 -
WTP-TL-06 898 cl - - - - Clinopyroxene
WTP-TL-07 1,296 sp - - - - Thorianite is secondary phase.
WTP-TL-08 1,029 sp - - - - Thorianite is secondary phase.
e I I I I A
WTP-TL-10 1,194 sp - - - - XRD not Performed.
WTP-TL-11 1,070 sp - - - - XRD not performed.
WTP-TL-12 1,306 sp - - - - XRD not performed.
WTP-TL-13 1,006 sp - - - - XRD not performed.
WTP-TL-14 1,195 sp - - - - XRD not performed.
e N I I R R
Volatility caused crystallization
WTP-TL-16 NA sp -14,085 1,320 1,316 1,180 |to increase at temperatures near
or above the XRD Tj.
WTP-TL-17 1,197 sp -17,241 997 1,159 825 -
WTP-TL-18 852 sp : : : : %gitéllljgg oy detected at
WTP-TL-19 1,070 sp -18,182 1,058 1,051 876 -
WTP-TL-20a 1,259 sp -19,231 1,252 1,247 1,068 |Ty0; includes both phases.
WTP-TL-20b - zs -10,989 1,072 1,075 1,068 |Zircon is secondary phase.
WTP-TL-21 1,181 sp -43,478 1,198 1,192 764 -
WTP-TL-22a 1,249 Zs -19,608 1,401 1,365 - Zircon is primary phase.
WTP-TL-22b - h -6,135 1,160 1,177 - Hematite is secondary phase.
WTP-TL-23 1,219 sp -11,364 1,060 1,203 947 -
WTP-TL-24 1,071 sp -15,385 1,045 1,036 891 -
Crystallinty below detection
WTP-TL-25 820 sp - - - - limits of xrd at temperatures
tested.
WTP-TL-26 972 sp | -120627 | 1000 | 981 | - tlovb";(ﬁ’e‘l’xt;gmty projected
WTP-TL-27a 1,165 sp -8,403 1,120 1,117 1,047 |Ty0; includes both phases.
WTP-TL-27b - zS -140,252 1,200 - 1,047 |Zircon is secondary phase.
WTP-TL-28 1,064 sp -33,333 1,433 1433 1,100 -
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Table 3.6 (Contd)

Glass ID OM T, | Phase® | b(slope) | To(int) | XRD T, | Too: | Comments
WTP-TL-22a 1,249 z8 -19,608 1,401 1,365 - Zircon is primary phase.
WTP-TL-22b - h -6,135 1,160 1,177 - Hematite is secondary phase.
WTP-TL-23 1,219 sp -11,364 1,060 1,203 947 | -
WTP-TL-24 1,071 sp -15,385 1,045 1,036 891 | -
Crystallinty below detection
WTP-TL-25 820 sp - - - - limits of XRD at
temperatures tested.
WTP-TL-26 9072 | sp | -120,627 | 1,000 981 . tlovb";(ﬁ’efxt;gnity projected
WTP-TL-27a 1,165 sp -8,403 1,120 1,117 1,047 | Ty, includes both phases.
WTP-TL-27b - A -140,252 1,200 - 1,047 | Zircon is secondary phase.
WTP-TL-28 1,064 sp -33,333 1,433 1433 1,100 | -
WTP-TL-29 1,254 sp -27,778 1,251 1,257 973 | -
WTP-TL-30a 1,257 sp -40,683 1,259 1,259 974 | Ty includes both phases.
WTP-TL-30b - VA -22306 1054 1,054 - Zircon is secondary phase.
WTP-TL-31 1,119 sp - - - - Very few crystals detected.

(a) sp—spinel, h--hematite, zs—zircon, th—thorianite, si—crystobalite, cl-clinopyroxene, ab—albite.
(b) “-” signifies an empty data field.

XRD T,, °C

1400
1300 +
O

1200 - O

Sp-Na-1
O
1100 - Sp-Na-3 o
@)
1000 ~
O
@)
900 - Sp-Cr-1
O
800 T T T T T
800 900 1000 1100 1200 1300 1400
OMT,, °C

Figure 3.5. Comparison of OM T with T,
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3.3 Standard Glass-Measurement Results

The procedure used calls for a Ty, determination of a standard glass with each batch of samples tested in
each furnace used. For this study, the standard glass selected for verification of the measurement
technique was the Liquidus Temperature Standard Reference Material 773 (SRM-773) (NBS 1980). This
particular reference material has an average measured Ty, of 991+5°C. The results for SRM-773 T,
measurement in each test furnace before and after testing were within 991+5°C, with the exception of
furnace R1 (used for the measurement of all radioactive glasses). In Furnace R1, the measured T value
of SRM-773 was within 5°C of 991°C before testing began. After the last sample heat treatment was
performed, but before the final SRM-773 could be measured, the furnace elements were lost due to a
crucible being placed too close to them, and the furnace was rebuilt. As measurement before and after
was not a requirement of the procedure, no further actions were taken.
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4.0 Model Evaluation

The models fitted to Ty and Ty data, discussed in Section 3.0, are presented and compared in this
section. Section 4.1 presents the various model forms. Section 4.2 explains the methods for model
evaluation, Sections 4.3 and 4.4 discuss the selection and subsetting of data to be used in fitting and
evaluation of models, and Sections 4.5 and 4.6 summarize the results of model fitting (including summary
statistics) and model comparisons for the T} and Ty, models, respectively.

4.1 Description of Evaluated Models

There are a host of models for predicting the T, of commercially important glass melts and other
solutions. However, we considered only those models thought to be successful in predicting the Ty in
WTP HLW glasses. Several models proposed for use in predicting the Ty of HLW glass melts in the
spinel primary phase field have been reported in literature, including:

1. Linear mixture model (LMM) (i.e., a first-order expansion of T; data in composition) described
in general by Cornell (2002) and applied to waste glass T, by Hrma et al. (1999)

Ion potential model (IPM) described by Vienna et al. (2001)
Solubility-product models (SPM) described by Plodinec (1999)
Sub-lattice model (SLM) described by Gan and Pegg (2001)

Defense Waste Processing Facility (DWPF) T, model (DWPFM) described by Brown et al.
(2001).

The models are described in more detail in the following subsections.

A

Another model form that was considered but not included in this comparison is the partial quadratic
mixture (PQM) model discussed by Piepel et al. (2002b). A PQM model consists of an LMM (Model #1
above) plus selected squares or crossproducts of components in the linear terms. It is reasonable that
components of spinel (e.g., Fe, Cr, and Ni), or glass components that enhance or detract from the
formation of spinel, could appear in such quadratic terms. PQM models with such terms could have
improved prediction performance over LMMs over narrow composition regions. However, it was
decided not to include PQM models in this comparison because of the extra effort required to develop
such models for each of the five splits of the available data.

The models are described in more detail in the following subsections. Each model summary description
is intended to provide some insight into the basis and background for that model. The end result is a
description of each model form considered in the assessment. It was not the intent of this study to modify
or revise the basic model form or to challenge the technical basis for the models. This was a conscious
decision in an effort to avoid misrepresenting the model form as defined by its developers. The intent is
to use each model form as is, refit the empirically derived parameters with the T data of interest to WTP
HLW glasses (which places each model on a “level-playing field’), and perform the assessment using a
constant database.

4.1.1 Linear-Mixture Model

The LMM form is based on the assumption that T; can be adequately approximated by a first-order
expansion of the form:
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N
T,=>Tg (4.1)
i=1

1

where, T; and g; are the coefficient and mass fraction of the i oxide component in glass, and N is the

N

number of components (and number of fit parameters) considered in the model. InaLMM, > g, =1, so
i=1

that a constant term is not included in the model (Cornell 2002). The model in Equation 4.1 could be

expressed just as easily by an LMM in mole fractions of oxide components or other component bases.

However, for this treatment, we elected the simplest possible representation of mass fractions of single

metal oxides and halogens.

According to the theory for mixture-experiment models (Cornell 2002), only the components having an
effect on the response should be included in the number of components N in the LMM form given in
Equation 4.1. Hence, the mass fractions g; in Equation 4.1 should be based only on the N components
affecting spinel T;.. Thus, one defensible approach for developing an LMM is to start with all
components supported by the data set for potential inclusion in the model. Then, components found not
to have statistically significant effects on spinel Ty are successively removed. However (per the statistical
theory), at each step, the relative proportions of mass fractions for components still in the model must be
re-normalized. That is, if components i =1, 2, ..., q (q < N) with mass fractions g; are still in the model,
then the re-normalized relative proportions of the component mass fractions are given by

4.2)

where q <N is the number of components in the LMM, and g; are the renormalized relative proportions

. q * . . .
of component mass fractions. Note that ) g, =1, the standard constraint for mixture experiment models.
i=1

The successive reduction of mixture components appearing in a mixture-experiment model followed by
re-normalizing the relative proportions is referred to as “backward elimination for LMMs.” Standard
forward, backward, and stepwise variable selection methods in statistical-regression software cannot be
used to develop LMMs of the form in Equation 4.1 because those methods 1) do not properly assess
whether mixture components have no effect on the response and 2) do not successively renormalize the
mixture component proportions (i.e., mass fractions in this case) as components are dropped from the
model. Piepel and Redgate (1997) and Cornell (2002) discuss methods for properly reducing the number
of components in LMMs. The backward elimination method for LMMs is related to the methods
discussed by these authors.

4.1.1.1 Linear-Mixture Model Form for T

Before applying the backward elimination method, the 163-point T data set used for model assessment
(described in Section 4.3) was examined to determine the components varying over a sufficient range to
support corresponding LMM terms. Starting with the 48 glass components (single metal oxides plus F
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and Cl) in the database, the following 25 components were eliminated as having insignificant
concentration ranges or variation: Ag,0, As,03, Bi,03, Ce,0;, Cl, CoO, Cs,0, CuO, La,03;, MoOs3, PbO,
PdO, Pr,03, Rb,0, Rh,0;, RuO,, Sb,0;, SeO,, Sm,03, TeO,, TiO,, T1,0, V,0s, W03, and Y,0;. The 23
remaining components (Al,O;, B,O;, BaO, CaO, CdO, Cr,0;, F, Fe,0;, K,0, Li,O, MgO, MnO, Na,O.
Nd,03, NiO, P,0s, Si0,, SOs, SrO, ThO,, U;0s, ZnO, and ZrO,) had sufficient variation to be considered
for possible inclusion in the LMM. In addition, a 24 component denoted “Others”, with mass fraction
calculated as 1— 223',g,. , was considered for inclusion in the LMM. As part of the data assessment, the

i=1
glasses CVS2-15, SP-Ca-2, SPA-18, SPA-32, WTP-TL-3, CVS2-1, and CVS2-46 were identified as
having component values significantly different from the rest of the data. Also, there were questions
about the accuracy of Ty values for glasses Sp-Na-1, Sp-Na-3, and Sp-Cr-1, as discussed in Section 3.2.
Hence, these 10 glasses were removed from the data set before applying the backward-elimination
method to develop an LMM for spinel T,. This left a data set of 153 spinel T, -composition data points.

The backward-elimination method for LMMs was applied to the set of 153 spinel T, -composition data
points. The method identified seven components as having nonsignificant effects on spinel T;. These
components, listed in the order they were removed, are as follows: Others, SrO, Nd,O;, CaO, BaO, SO;,
and ZnO. The removal of these seven components left the following 17 components as having effects on
spinel Ty statistically significant at the 90% confidence level or greater: Al,O;, B,Os, CdO, Cr,0;, F,
Fe,0;, K0, Li,0, MgO, MnO, Na,O, NiO, P,0s, SiO,, ThO,, U30s, and ZrO,. Hence, the LMM form
considered in this report is of the form in Equation 4.1, using normalized mass fractions (per

Equation 4.2) of these 17 components.

4.1.1.2 Linear-Mixture Model Form for Ty

An LMM form was selected for the Ty, response and data set in a similar fashion as for the T| response
and data set. An LMM form was selected for the Ty, response and data set in a similar fashion as for the
Ty response and data set. The initial Ty, data set consisted of 43 glass compositions, but 2 of these
(SP-Na-1 and SP-Na-3) were dropped due to questionable response values. Thus, 41 glass compositions
remained for the T LMM development. The 41 compositions were initially given in 48 components.
However, 4 of these components (Sm,0s, ThO,, U;0s, and Y,03) were zero for all 41 glass compositions.
These four components were therefore dropped before model development. Seven additional components
(Bi,03, Cs,0, PdO, TeO,, T,0, V,0s, and WO;) were zero for all 41 glass compositions with the
exception of one or more of the three glasses SPA-18, SPA-32, and WTP-TL-03. These 7 components
were also dropped before model development. Of the remaining 37 components, 22 had maximum values
that were less than 0.5 wt% (mass fractions less than 0.005) when the three glasses SPA-18, SPA-32, and
WTP-TL-03 were ignored. These 22 components with limited support were combined to form an
“Others” component as was described in the previous section. The 22 components making up Others
were AgZO, ASQOS, BaO, C6203, Cl, COO, CuO, F, K20, L3203, MOO3, Nd203, P205, PbO, PI’203, szo,
Rh,03, RuO,, Sb,0s, Se0,, SO;, and TiO,. After forming Others from the 22 components listed, there
were 16 components remaining for model development: Al,O;, B,O3, CaO, CdO, Cr,0s;, Fe,03, Li,O,
MgO, MnO, Na,0, NiO, SiO,, SrO, ZnO, ZrO,, and Others.

As mentioned, the three glasses SPA-18, SPA-32, and WTP-TL-03 were outliers in various component
distributions. This was apparent from viewing dotplots of the component distributions. The dotplots also
revealed several other glasses as outliers in one or more component distributions. These additional
outlying glasses were MS7-H-Mg and SP-Ni-3, which were a replicate pair.
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Three separate model development approaches were attempted: 1) develop the Ty, LMM using all 41
glasses available, 2) develop the Tyo; LMM using the 35 glasses that remained after dropping the outlying
glasses (mentioned above) initially observed among the component distributions, and 3) develop the Ty,
LMM, dropping the outlying glasses (mentioned above) initially observed among the component
distributions, plus any additional glass compositions identified as outliers in Ty, property space as the
model development progressed. The first model-development plan reflected the philosophy that because
the data set is somewhat small to begin with, all available data should be retained for modeling. The
second plan favored dropping a minimal number of glasses in order to develop a model that is not
disproportionately influenced by these relatively few outlying glasses. The third plan allowed the
freedom to pursue an optimal model fit by retaining only those points best suited for model development
over a reasonably well-covered composition subregion.

The backward elimination method for LMMs was applied based on the three model-development
approaches described above. In pursuing the third model-development approach, several glasses were
identified as outliers in T space and subsequently dropped from the model development. They were
WTP-TL-05, SP-Mg-1, SP-Mn-1, and SP-Cr-1, the last of which occurred as a replicate pair. One point
of the replicate pair had an outlying response, the other did not. Depending on whether one or both of the
replicate points was dropped, the third model-development plan led to a model based on 30 or 31 glass
compositions.

The model-development process proved to be robust to the outlying glasses in that all three approaches
ultimately resulted in the same LMM form. The Ty LMM form involved the following 11 components:
Al,O3, B,03, Cr,03, Fe 03, Li,0, MnO, Na,O, NiO, Si0,, SrO, and ZrO,. As discussed in Section 4.1.1,
this model form is to be applied to glass compositions expressed in normalized mass fractions (as was the
case with the T; model from Section 4.1.1.1).

4.1.2 lon Potential Model

The IPM is based on the hypothesis that the T; within the spinel primary phase field is largely determined
by Cr and Ni solubility in the melts. Vienna and colleagues (Vienna et al. 2001; Vienna 2002; Vienna

et al. 2002) developed the IPM based on this assumption. Cr and Ni are bound in the glass in 6-fold
coordination—in the cages and rings formed by the network-forming tetrahedra. They are low-field-
strength components (0.76 and 0.46 for Cr’* and Ni*", respectively) and thus have little control over their
oxygen-coordination environment, which is controlled by smaller components with higher charges. So,
other components affect the solubility of Cr and Ni in proportion to their relative ability to help Cr and Ni
obtain their desired coordination environment in the melt. These components fall into two general
categories, those bound in glass with high ionic character and those bound in glass with a high covalent
character.

Tonic components, such as K*, break up the connectivity of SiO,* tetrahedral, changing the melt structure
so that O™ ions are better able to accommodate the coordination requirements of Cr and Ni. The degree
to which components influence the O* configuration is determined by their ion potential, P; = Z;/r; (an
indication of bond energy, with 7; and Z; being the ionic radius and valance of the ith ion). The higher the
P; of these ionically-bonded components, the more tightly they are bound to the O* ions. Such
components become less likely to accommodate the coordination requirements of Cr or Ni.
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Components with a high covalent character also influence Cr solubility. The roles of these components
include glass formers and 6-fold modifiers/intermediates® that compete with Cr and Ni for sites within
O cages that can conform to their coordination requirements. Adding different glass formers adds to the
glass network more variety in cage structure to allow Cr and Ni to obtain their ideal coordination
environment. The effects of these components on Ty are also dependent upon P;.

This hypothesis suggests that the effects of components that are primarily ionically (alkali and alkaline
earth) and those that are primarily covalently bound in the glass (e.g., Si*") on T, will scale with P;.
Figure 4.1 shows how the first-order-expansion coefficients (7;) of electropositive elements scale with P;.
These T; values are the LMM coefficients fit by Vienna et al. (2001), based on mole fractions of
electropositive elements in glass and Ty in °C.
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Figure 4.1. Comparison of Empirically Derived 7; Coefficients with P; (from Vienna et al. 2001)

(a) Six-fold modifiers/intermediates are those components in glass that tend to be sourrounded by six oxygens
(typically, but not always, in octahedral coordination).
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This relationship leads directly to the [IPM:

TL = Z ];xi + z (tion + ®ion])i)xi + z (tcov + ®cov1)i)xi (43)
Ni,Cr,Mn Alk,AIKE remaining
where T; = coefficients for i=Ni, Mn, and Cr

t,on and O,,, = intercept and slope of the T; — P; line for ionic components
t.ov and O, = intercept and slope of the 7; — P, line for the remaining components
x; = mole fraction of the i electropositive element.

To implement this model, the glass composition is first converted into mole fractions of electropositive
elements (normalizing electronegative elements out of the composition). A P; is then assigned based on
the most likely valence state and coordination number as listed in Table 4.1. The fit parameters assumed
for this study are Tc,, Tams This Lions Oions teovs ANA Oy,

It is interesting to note that the IPM in Equation 4.3 is a reduced form of an LMM similar to that given in
Equation 4.1, except that mole fractions x; of electropositive elements are used in place of mass fractions
g; of oxide components. Equation 4.3 is a reduced form of an LMM because of the special linear
P,)and

P,) groups of components. These special coefficient expressions reduce the

equations representing the coefficients for the “Alkalis + Alkaline Earths” (¢,,, + ©,,,
+06

number of parameters to be estimated from data compared to an LMM. Reducing the number of
parameters to be estimated from data can reduce prediction uncertainties, provided the model reductions
do not have significant negative impacts on prediction accuracy. Work by Vienna et al. (2001) has
compared the IPM in Equation 4.3 to unreduced LMMs in the x; and found minimal impact to the quality
of model predictions. However, the LMM in Equation 4.1 is in terms of mass fractions of oxides g; rather
than mole fractions of electropositive elements x;, so there are potentials for different prediction
performances.

“Remaining” (¢,,, + O,,,
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Table 4.1. Z,, r;, and P; Values for IPM

Element (i) | Zz® | r® (A) P; Element (i) Z | A P,
Ag 1 1.08 0.9259 P 5 0.31 16.1290
Al 3 0.53 5.6604 Pb 2 1.43 1.3986
As 5 0.475 10.5263 Pd 2 1 2.0000
B 3 0.25 12.0000 Pr 3 1.266 | 2.3697
Ba 2 1.56 1.2821 Rb 1 1.75 0.5714
Bi 3 1.17 2.5641 Rh 3 0.805 | 3.7267
Ca 2 1.26 1.5873 Ru 4 0.76 5.2632
Cd 2 1.09 1.8349 S 6 0.26 | 23.0769
Ce 4 1.01 3.9604 Sb 5 0.74 6.7568
Co 2 0.72 2.7778 Se 6 0.42 | 14.2857
Cr 3 0.755 3.9735 Si 4 0.4 10.0000
Cs 1 1.88 0.5319 Sm 3 1.219 | 2.4610
Cu 2 0.87 2.2989 Sr 2 1.4 1.4286
Fe 3 0.63 4.7619 Te 4 0.8 5.0000
K 1 1.65 0.6061 Th 4 1.08 3.7037
La 3 1.3 2.3077 Ti 4 0.56 7.1429
Li 1 0.9 1.1111 U 6 0.87 6.8966
Mg 2 0.86 2.3256 \ 5 0.68 7.3529
Mn 2 0.97 2.0619 \\ 6 0.74 8.1081
Mo 6 0.73 8.2192 Y 3 1.159 | 2.5884
Na 1 1.16 0.8621 Zn 2 0.74 2.7027
Nd 3 1.249 2.4019 Zr 4 0.86 4.6512
Ni 2 0.83 2.4096

(a) For multivalent components, the most abundant valence states were assumed.

(b) The crystal radii from Shannon (1976) were used, assuming the most abundant
coordination environment.

4.1.3 Solubility Product Model

Plodinec (1999) developed a model for the Ty of waste glasses based on the hypothesis that the T, was
controlled by the solubility of Ni and Cr in the silicate melt (much like the IPM). This model further
asserts that the relationship between the solubility of Ni and Cr can be approximated by a solubility
product. The solubility-product relationship is given by first making use of the following assumed
chemical reactions:

Fe,03(m) + NiO(m) <> NiFe,Oq(s) (4.42)
or

Cr,03(m) + NiO(m) <> NiCr,04(s) (4.4b)
where (m) indicates a compound in the melt phase, and (s) indicates one in the solid phase. Assuming

that the activities of spinel (trevorite and nichromite) are 1 and the activities of Cr,0;, NiO, and Fe,O; can
be approximated by mass% in the melt, then K, = 1/gre2038ni0 Or 1/8cr038nio, respectively. Then the
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reaction constant can be expressed as a function of temperature according to AG = -RTIn[K]. This is
simplified to obtain a Ty model:

1000

- (4.52)
" oa+b ln(gNiOgCr203 )
or
L= 1000 (4.5b)
a+bn(gy8r.0,)

where a and b are fit parameters and gyio, €re203, and gc,203 are the mass% of NiO, Fe,0;, and Cr,0; in
glass, respectively.®

4.1.4 Sub-Lattice Model

The SLM was developed by Gan and Pegg (2001) to describe the relationship between Ty and the
composition of Hanford HLW glasses. They begin by considering the reaction of spinel(m) < spinel(s)
and derive:

1/Te = R In [ag(s) / agp(m)]/Ap° (4.6)

where ag,(s) and ag,(m) are the activities of the spinel species in the solid and in the melt, respectively, and
Ap° is the chemical potential difference between the solid and liquid spinel phases in their reference state.
By setting ay,(s) to 1 and assuming that the Ap° is a temperature-independent constant, C, they obtain:

1/Ty = -R In[ay,(m)]/C 4.7
Because the activity is the product of the mole fraction and the activity coefficient (Gan and Pegg 2001),

In[a,,(m)] was approximated as a linear combination of temperature-independent coefficients P;
multiplied by the concentrations of various oxides in the melt to obtain:

N
1/Ty = -RIn[By,)/C; — RIn[X,)/C2 - Y. B, /Cs (4.8)

i=1

where X, is an expression for molar fraction of spinel species in the melt, By, is a proportionality factor,
and the C; (i=1, 2, 3) are temperature-independent constants. This led directly to:

N
/Ty = Co + Cy In[Xp] + D pix, (4.9)

i=1

(a) Equations (4.5a) and (4.5b) are non-linear in parameters a and b. However, for our work, the model was
linearized by fitting 1000/7; = a+bln[g;g]. Also note that g; is used as mass% rather than mass fraction in this
application.

4.8



The quantity X, is difficult to calculate because spinel is not typically a melt component, and the
composition of spinel varies with temperature and melt composition. Gan and Pegg (2001), therefore,
approximated In[X,] by:

In[Xp] = [gnio/(gniot8Mn0210.038re203)] [€cr203/(8cr20310.978Fe203)]2 = SLP (4.10)

This led to the final form of the SLM given by:

N
1/Ty =Dy + Dy, (SLP) + > D,g, (4.11)

i=1

where Dy, Dy, and D; are fit parameters, and g; are mass% of oxides. The final term in this model
includes the following components: i=Al,0;, B,O;, Ca0O, Cr,0;, Fe,0; K,0, Li,O, MgO, MnO, Na,O,
NiO, SiO,, TiO,, UO,, ZnO, and ZrO,. These are the components chosen in the work by Gan and Pegg
(2001). They used a stepwise regression procedure to empirically select those components based on the
data set they used for fitting. Using the method of LMM component selection discussed in Section 4.1.1
to select the components considered in the last term of the SLM (Equation 4.11) may yield an SLM with
better prediction performance.

It should be noted that manganese and uranium oxides are assumed to be in a different oxidation state in
this model than those listed in the data set, and so the compositions were adjusted and renormalized to
account for this difference before model fitting.

4.1.5 Defense Waste Processing Facility Model

Jantzen (1991) summarized the original DWPF T, model, which was based upon a pseudo-equilibrium
constant describing the formation of trevorite spinel (NiFe,O, was assumed) in a spinel-nepheline-
amorphous silica system. In this model, only the concentrations of Fe,Os, Al,O;, and SiO, (representing
spinel, nepheline, and amorphous silica, respectively) are needed to describe the simple relationship
between T and the composition for the 22 T; measurements available at the time of model development.
However, as more data became available, an improved model for T) of DWPF glasses was developed by
Brown et al. (2001). As the latter model is currently being used by DWPF and thought to be applicable to
a broader range of compositions than the initial model, it was evaluated as part of this study.

Brown et al. (2001) provide a detailed discussion of the model and its development. The salient points of
the model are summarized here for the purposes of comparison with other possible Ty models for
application to Hanford HLW glasses.

The basis for the DWPFM is that the Ty represents the equilibrium between liquid and the primary phase,
P, controlling the onset of crystallization. At equilibrium, the chemical potentials, ip, of the pure
crystalline (or solid) phase, P, and of P in the liquid (or melt) must be equal, at a given constant pressure
and temperature (T.). The chemical potentials are related by:

- RInfa(Py) )}~ Ay, (r; {l ! ] (4.12)

T, T,
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where a(P(;)) represents the activity of P in the liquid (or melt) phase, R is the gas constant, and the
asterisk (*) indicates a pure substance. The activity of P (assumed to be pyroxene for DWPF glasses) in
the melt phase is an unknown. The pyroxene formula unit is:

(M2),(M1),(MT),0, (4.13)

where M2 designates a distorted 6 to 8 coordination site and M1 and MT designate regular octahedral and
tetrahedral coordination sites, respectively. Ideal cation site occupancies for pyroxene were presented by
Brown et al. (2001), and after a number of assumptions, it was shown that the pyroxene liquid phase
activity can be represented by:

alP())~ K, [(M2)§VI)0(1)]a ), 03(1)]b [(MT)Oz(z)]C (4.14)

Brown et al. (2001) indicated that there is growing evidence that the cations that form crystalline material
in DWPF glasses are not likely found in the melt as independent cations (e.g., Ni*", Fe*', Fe’*, etc.) or in
oxides (e.g., NiO, FeO, Fe,03). These cations may be in the form of nano- or quasi-crystalline structures
(e.g., NiAlL,O4, FeNi,O4, NaFeO,) that are analogous to the crystalline structures that ultimately form in
the glass. Thus, at equilibrium and at a temperature just above Ty, it was assumed that if a cation is
associated with a site in one melt-phase complex or precursor, it will not be available to another complex
or precursor. However, it was noted that the latter statement did not mean that there is not some degree of
interchange of cations as crystalline material begins to form at Ty (i.e., the system establishes a new
equilibrium at the given temperature). It was mentioned that DWPF glasses are rich in modifier cation-
tetrahedral groups, which suggests that the various cations are free to exchange sites with each other,
depending on the favored energetics.

The following molar site distributions were suggested for the pyroxene-like complex or precursor:
Zpr = 01510, Zsi0, TOT,41,0,ZAL0, + T Fe,0, ZFe,0,

Zmi = Omi,a1,0, 241,05 F PMiLFe,0,ZFe,0, T PM1LTIO, ZTi0, T PM1LCr0,Z0r0, T PM1,210,2210,

+ OmiNi0ZNio T OMi,Me0ZMe0 F PMIMOZMO
2y =dmoNioZnio T Pm2Me0ZMeo F OM2Mn0ZMn0 F PM2,ca0Zca0
+OMm2,k,0ZK,0 +PM2,11,0Z1i,0 T PM2,Na,0ZNa,0

where @;; is the fraction of the moles of j associated with the i" site, and z; represents the total moles of
per 100 g of glass.

In the definition process, Brown et al. (2001) indicated that a term representing the ZnO concentration
must be added to Y\, when the Tr values of glasses containing significant concentrations of this oxide are

to be predicted. Because DWPF glasses contain very little, if any, ZnO, this term was assumed to be zero.

A second melt complex or precursor, representing nepheline, was also described with a distribution of
sites given by:
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Xy = (I)Tl,SiOz Zsio, + ¢T1,A1203 Z ALO;, + ¢TLF6203 ZFe,0, + ¢T1’Ti02 T1i0,
ZN1 = ON1K,0ZK,0 + ONLLL0ZLi,0 + ON1LNa,0ZNa0

where @] is the fraction of the moles of j associated with the i site, and z; represents the total moles of j
per 100 g of glass. The site occupancies (¢;;), which were determined through a combination of T, data
evaluation and glass-chemistry insight, are listed in Table 4.2. Although some empirical data were used
in their determination, Brown et al. (2001) argue that these are to be considered fundamental parameters
of the minerals used and should not be considered fit parameters. Those parameters were adopted for this
study and not fit to the Hanford T, data. However, one option for improvement of this model with
respect to its applicability to the Hanford compositional region would be to modify these parameters (for
example, add a zinc term as noted by Brown et al. [2001]).

The appropriate mole fractions to use in Equation 4.13 to represent the liquid-phase activities for the
components comprising the proposed melt phase complexes or precursors were reported to be:

M, = [b2),00 )= % M, = [, 0 |- % and My =[(MT)O,(|= % (4.15)

where
X=Xy v 2w H2EMr F21 2N

Brown et al. (2001) proposed that only the pyroxene-nepheline pseudo-binary is of concern in predicting
TL in the spinel primary phase field. The pyroxene melt phase precursor liquid activities were
approximated by:

a(P(l))zKP(Mz)a(Ml)b(MT)C (4.16)

Then Equation (4.12), upon substitution and rearrangement, becomes the final model form:

1 R by c 1 RIn(Kp)
) PO S In{M,* MM (44| = |- ——— P (4.17)
(TLJ AHfus,P(TP) { o } (TPJ AHfus,P(TP)

Equation (4.17) provides a way to estimate Ty as a function of the molar-melt-constituent concentrations
and the basis for predicting Tp for DWPF glasses, assuming the presence of a pyroxene intermediate that
then melts incongruently to spinel.
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Table 4.2. Summary of ¢;; Factors Used in DWPFM (from Brown et al. [2001])

Speciation (Sp) M2 M1 MT N1 T1 SUM
Al,O3 0 0.0607 0.9393 0 0 1
B,0; 0 0 0 0 0 0
BaO
HCOO
CaO 0.029 0 0 0 0 0.029
CeZO3
NaCl
Cr,04 0 0.9202 0 0 0 0.9202
CSQO
CuO
NaF
Fe, 04 0 0.1079 0.0193 0 0.6094 0.7366
K,O 0.3041 0 0 0.1049 0 0.409
L3.203
Li,O 0.1745 0 0 0.1068 0 0.2813
MgO 0.0167 0.0223 0 0 0 0.039
MnO 0.994 0.00603 0 0 0 1
MOO3
NO,

NO;

Na,O 0.1671 0 0 0.2518 0 0.4189
NaZSO4

Nd,O;

NiO 0 0.1079 0 0 0 0.1079
P205

PbO

Si0, 0 0 0.0193 0 0.0133 0.0326
ThO,

TiO, 0 0.0568 0 0 0.5667 0.6235
U;0g 0 0 0 0 0 0
Y,0;

ZnO

Zr0O, 0 0.0458 0 0 0 0.0458
Coeff -0.0002597 | -0.0005662 | -0.0001525 -0.0014422

1
T.(K)

_ 1n{(M2 Jro.000260 (M, Jro.000s66 (M, )—0.000153 }_ 0.00144

4.12

= —0.0002601n(M, ) — 0.000566 In(M, ) — 0.000153In(M; ) — 0.00144

To predict the Ty for a given set of DWPF melt compositions, the enthalpy of fusion, melt temperature,
distribution of cations among melt-phase complexes or precursors, and equilibrium constant and

stoichiometry of the pertinent equilibrium reaction must be known. This information is clearly not
available; therefore, T\ data were used to fit a group of related parameters. The following relationship
between (1/T.) and composition was obtained using the DWPF T data:

(4.18)




where the new coefficients were obtained from the multi-linear regression of (1/Ty) as the dependent
variable and In(M,), In(M,), and In(Mr) as the independent variables. This model has four fitted
parameters and is the basis from which the T; model assessment was performed. The basic model form
can be represented as 1/Tp = aln(M2)+bIn(M1) +cIn(MT)+d where a, b, ¢, and d values were refitted with
the WTP HLW data.

4.1.6 A Note on Temperature

The models described relate HLW glass composition to either Ty or 1/T,. Therefore, it is interesting to
consider the relationship between absolute temperature and its inverse (7 and 1/7) for the range of
temperatures of interest. The interest is from two perspectives:

e Models relating composition to 1/T; might fit better than models relating composition to Ty, or vice
versa.

e The unweighted least-squares assumption of constant variance for the response variable across all
data points might be more appropriate for Ty, or 1/T}.

The data collected in this study produced T values ranging from 780 to 1306°C (1053 to 1579 K). As
shown in Figure 4.2, the relationship between the absolute T and 1/T is very close to linear over that
range. The deviation between a straight-line fit and 1/T is less than 35 K over the entire temperature span
and less than 20 K from 820°C to 1250°C (1093 to 1523 K). This suggests that if there is any advantage
to modeling 1/Ty versus Ty from either perspective above, the advantage will be small (i.e., of little
practical concern).
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Figure 4.2. Comparison of 7' with 1/T
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4.2 Model Evaluation Methods

All of the model forms being considered in this study fall within the class of semi-empirical model forms
and, so, are strictly valid only over the region for which they are fit. For this task, the Ty and Ty,
responses are modeled using two different data sets. One of these subsets has as its response the Ty while
the second data set has as its response the Ty ;. Each of the model forms of interest was fit to each of
these two subsets, and the assessment of their relative performances was conducted for each of the two
data sets. The following subsections describe the systematic ways used to compare the candidate model
forms for Ty and Ty, (hereafter simply referred to as models) for each of these two data sets. The
comparisons are purely data driven and are based upon the T, - and Ty ;-glass-composition databases
generated to meet the objectives of the study. The data in each data set were divided into model-
development data (~80% of the available data and hereafter referred to as model data) and model-
validation data (the remaining ~20% of the available data and hereafter referred to as validation data).
The model data were used in fitting the empirically derived coefficients (or fit parameters) for each of the
candidate models. Thus, a consistent set of data was used to attune each of the candidate models to the
HLW glass compositional region of interest for WTP for each of the two responses (T, and Ty;). The
validation data then provided an independent set of results covering this same compositional region. The
model and validation data sets allowed computing of goodness-of-fit measures for each of the candidate
models. Several goodness-of-fit measures were suggested in Vienna (2002). Although many of these
measures are related, it is possible that different models may be the best performers relative to different
goodness-of-fit measures. A suggestion is offered for a single metric for use in selecting among the
candidate models for each of the responses.

One could question the utility of the single metric in terms of its validity to summarize the individual
criteria or responses. However, it is the belief of the authors that if one were to attempt an unbiased
ranking of the models based on the individual criteria, the outcome or conclusions drawn would be
identical to those based on the use of the single metric.

The following sub-sections discuss 1) the purpose of a T, model for the WTP from a statistical
perspective, 2) model development and region of validity, 3) associated measures of model goodness-of-
fit, 4) the identification of outliers, 5) the role of the validation data, and 6) the suggested metric for use in
selecting among the candidate models. An approach for assessing the sensitivity of a model’s value for
this metric to the splitting of the Ty -glass-composition database into the model-development and
validation sets is also provided in this section. The use of this approach assures that the metric being used
for model selection is robust (i.e., not overly sensitive) to different splits of the data into modeling data
and validation data.

4.2.1 Purpose of the T, Model

During the vitrification of HLW at the WTP, there will be a need to avoid the deleterious effects of crystal
accumulation on the operation and useful life of the melter. The method used at other U.S. HLW
vitrification facilities for avoiding these ill effects is to control the melt composition so that the Ty of the
melt is below the temperatures that melt is likely to be exposed to for extended periods of time (e.g., a T
limit or constraint on glass-melt composition). Since it is not currently possible to measure the T, of the
melt composition in situ to assure that the constraint is met, there is a need to predict the T for a given
glass composition using a model. The WTP will likely use a finite crystal fraction restriction as discussed
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in Section 1.0. For the purposes of this study, we have selected a ¢ of 1 mass% to base the constraint.
Like Ty, Too; cannot be measured in situ and must be predicted using a model. This leads to prediction
being the main purpose of the Ty or Ty model that is to be selected by this study. Thus, the prediction
uncertainties and predictive capabilities of the candidate T, and Ty models become important measures
of goodness-of-fit that should be considered as part of the model assessments.

4.2.2 Model Development and Model Validity

As discussed above, six models have been identified in the literature that purport to be useful in predicting
the Ty of nuclear waste glasses in the spinel primary phase field. Each of these models has been found by
its developer(s) to adequately fit a set of relevant data for a study of interest to them. Two or more
coefficients for each model were estimated by the developer(s) using this relevant data. To provide a
consistent basis for comparison of the models, these coefficients (fit parameters) were re-estimated as part
of this study using the same model-development data set for each response (i.e., a consistent data set for
Ty and one for Ty ;). Section 4.1 identifies the specific coefficients to be re-estimated for each model.

As part of the original development of each model, some checks of the model’s validity were made.
Certainly, such checks should be made before the implementation of any model. For this study, these
checks involved the results of the model-development effort and the performance of the model relative to
the validation data. The important measures of goodness-of-fit determined for the model data are
described in the next section. Of critical importance for WTP operation is the uncertainty of the predicted
Ty or Ty for an individual glass composition of a candidate model. This uncertainty, which is fully
described in the next section, depends upon the desired confidence level, the number of glass
compositions involved in the fitting process, the compositions themselves, the number of estimated
parameters in the fitted model, the root mean square error of the fitted model, and the individual glass
composition for which the prediction is to be made. If the Ty or Ty, constraint is to be met with
sufficient confidence, this uncertainty must be accommodated. Having a consistent set of data over which
each of the candidate models is fitted and validated provides a “level playing field” for comparing the
prediction uncertainties of the resulting fitted models.

The second primary area for checking the validity of each of the models is centered on the validation data.
Because the main purpose of any T or Ty model is in predicting future Ty or Ty, values, how well the
model performs in predicting the validation data plays a crucial role in the assessment of the candidate
models. The use of a consistent set of data for this part of the assessment also contributes to the “level
playing field” for the model comparisons. The measure of validation performance here is very
straightforward. For each glass composition (X;) in the validation set, a model’s predictive performance is

indicated by the difference between its predicted value [ y,] and corresponding measured Ty or To ¢ value

(y;) in the database. More will be said in the next section on the determination of an appropriate metric
based upon these differences.

4.2.3 Measures of Goodness-of-Fit for Model Development
Several goodness-of-fit measures for model development and validation were included in the discussion

of the test plan (Vienna 2002) for this study. For a more complete description of these measures, please
see statistical references such as Cornell (2002), Snee (1977), and/or Draper and Smith (1998).
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As part of the critique of the model-fitting process, the following measures of goodness-of-fit were
computed for each fitted model: R* (the coefficient of multiple determination), R?,; (the adjusted R
value), and s (the root mean squared error). The intent was to conduct this model-fitting process over
exactly the same set of data (i.e., the model-development data set) for each of the candidate models for
each of the responses, T and To;. (See the next section on how outliers, if identified, were to be
handled.) Thus, differences that are seen in the goodness-of-fit measures among the fitted models are due
strictly to the features of the models themselves.

A model’s R” value, which must be between 0 and 1, represents the portion of the variation in the
responses (i.e., the Ty or Ty, values) corresponding to the compositions in the data set that is accounted
for by the model. It is a convenient and frequently used measure of the goodness-of-fit for a model.

There is the potential, however, to increase a model’s R” value by adding more terms to the model, even if
the added terms do not significantly improve the fit. This lessens the utility of using R* values to compare
two models that have different numbers of parameters. To help overcome this shortcoming, a related

statistic, the adjusted R? (denoted here as R2, ) is available. Equations 4.19 and 4.20 provide formulas for
d adj q p

computing these two statistics:

R’ =1—i§1— (4.19)
>

%(Yi _91)2/
RZ =1-| — (n-p) (4.20)

and

where n = number of data points used to fit the model
p = number of fitted parameters in the model
y; = measured Ty or T, for the i data point
predicted Ty or Ty, value for the i™ data point made using the fitted model

A

Yi
y = average of the n measured Ty or Ty, values (i.e., the y1. y2, V3, .-, Yn)-

Another goodness-of-fit measure that is often used to assess the performance of a fitted model over the
data set for which it is fitted is the predicted error sums of squares (PRESS) statistic. The formula for this
statistic is given by:

n

PRESS =3 (y, -3 f (4.21)

i=l
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where the notation 3/0) represents the prediction of the i response value without using the i data point in

the model fit. The value of the PRESS statistic may be used to replace the numerator of the second term

of Equation 4.19 to calculate an additional goodness-of-fit measure, denoted as R 3y -

Another important measure of goodness-of-fit is the value for s, the root mean squared error, of the fitted
model. It is a measure of the variability of the model-prediction errors, and using the notation above, its
formula is given by:

(4.22)

If a fitted model does not have a statistically significant lack-of-fit (LOF, discussed in the following
paragraph), then s provides an unbiased estimate of the standard deviation of experimental and
measurement uncertainty in determining Ty or Ty;. Values for these statistics are provided in the

discussion that follows for each fitted model for Ty or Tgo;. In comparing values for Rz, R2., and

adj >
R ppuss among the models, it should be noted that the rule is “the bigger the better.” For PRESS and s,

the comparison rule is “the smaller the better.”

A statistical test for a significant LOF for each fitted model was conducted using available, replicate data
to estimate the so-called “pure error” (measurement error) variation. This involves comparing the
variation in model-prediction errors to the variation in data-measurement errors using an F-test. If the
variation in prediction errors for a given fitted model is significantly larger (via a statistical F-test) than
the variation in measurement errors, the model is said to have a statistically significant LOF. Technically,
statistical interval methods for regression should not be applied for a model with statistically significant
LOF. LOF testing is to be performed with the model-development data for both Ty and Tp ;.

4.2.4 Measures of Model-Validation Performance

As previously stated, the WTP will use a T or Ty, (or other T.) model for prediction. Therefore, the
crucial performance measure for each candidate model relative to the validation data is related to the
differences between the model’s predictions and the Ty or Ty values for these data. Specifically, the
validation error sums-of-squares (VESS) is an appropriate measure of model predictive performance. Its
formula for a given candidate model is given by:

VESS = Jﬁl (v,-3,f (4.23)

where the notation is as defined earlier except that j and m are used to indicate that this summation is
being conducted over the set of m data points in the validation data set. In comparing the VESS statistics
among the models, the rule would be “the smaller the better.” Values for this statistic are provided for
each fitted model as part of the information generated for Ty or Ty ;.
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val »

An R? value for the validation data, denoted by R

provided as part of this study. It is computed from Equation 4.19 for the m y;s of the validation data. As
with the other R*-type measures, the comparison rule is the “bigger the better.”

is another measure of predictive performance that is

The VESS and R?y, statistics are useful measures of a model’s predictive performance over the whole
validation data set. However, it is also useful to be able to assess a model’s predictive performance
separately for each data point in the validation data set. A two-sided, prediction interval at 95%
confidence can be used for this type of assessment of the candidate models for T; and Tg ;. The half-
width (HW) of this interval for the j™ validation point, Xj, 1s given by:

HWosy, = tygasp -5~y 1+ %, (XX) " x! (4.24)

where the additional notation is as follows:

to.0250p = upper 2.5% tail of Student’s t distribution with n-p degrees of freedom
xj = vector of explanatory values for the j™ validation data point, with j going from 1 to m
X = matrix of explanatory (independent) variables used in fitting the model
X' = transpose of X

(X'X)" = inverse of the matrix X'X.

The percentage of the validation points for which the measured Ty or Ty, value is within the prediction
interval (i.e., within the HWys0, of the predicted T, or Ty ;) were determined for each model. This is the
percentage of successfully predicted points, and the comparison rule is the “bigger the better.” According
to statistical theory, the HWys., formula in Equation 4.24 should only be applied if the fitted model is
adequate (i.e., does not have a statistically significant lack-of-fit). However, as is discussed in a
subsequent section of the report, essentially all of the fitted models have a statistically significant lack-of-
fit. The decision was made to proceed with using the HWys,, validation approach, but keeping in mind its
limitations. For example, poor models may have HWyso, values so large that all or virtually all measured
values are included. In such cases, the percentage of “successfully predicted” points will be a misleading
statistic.

The average prediction uncertainty (at 95% confidence) for each model over all of the validation data will
be computed as well. This statistic, denoted as average prediction uncertainty (APU)os.,, is determined by
the formula given by:

Etusay 5415, (XX) T

APU,,,, == — (4.25)

For the APUys., statistic, the comparison rule is the “smaller the better.”
4.2.5 ldentification of Outliers

Concurrent with the model-development and validation process, there is a need for an assessment of each
data point in the database. Even when care is taken in the preparation of such a database, there is a
potential for one or more outliers to find their way into the set of values. Also, one or more data points
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may be highly influential in determining the fits of one or more models. Including such data points in
either the model development or validation activities may yield misleading measures of goodness-of-fit or
validation performance for one or more of the models under consideration. As discussed in the test plan
(Vienna 2002) for the study, caution was taken in identifying outliers during the model development and
validation processes. There was a need to be consistent regarding the identification of outliers across the
models and, to the extent possible, to gain a consensus for an outlier over all of the models. To that end,
unless there was consensus regarding the status of a data point as an outlier, the data point remained a part
of the development and validation process for all of the models.

Once again, the intent is to conduct the model-fitting and validation processes over exactly the same sets
of data for each of the candidate models. Thus, differences that are seen in the resulting measures of
goodness-of-fit among the fitted models then will be strictly due to the features of the models themselves.

4.2.6 Selecting Among the Candidate Models

If no other critical issues arise in fitting and validating the candidate models, then the goodness-of-fit
measures for the model-development and validation processes discussed previously provide the starting
place for selecting the T model for use by WTP. If a model has the best value for each of these
measures, then that is the model that should be selected by the assessment process and recommended for
further consideration. It is also possible that another model would consistently be a very close second in
each of the measures. Such a close finish would suggest that this second model also should be kept on the
short-list for possible use at WTP. This short list should be compared again when all the data collection
for the project is complete and final models are fit. Whichever model performs better with the final data
set would then be the leading candidate for use by the WTP.

However, it is probably more likely that different models may be best for different measures. In this case,
there is a need for a single metric that would allow for meaningful comparisons among the models. This
metric should be influenced by both the model-development and model-validation results. Such a metric
is provided by an uncertainty-weighted validation-error sum of squares (UVESS) statistic as given by:

UVESS = fzito_ozs,n_p sl x, (XX) X (v, - 9, (4.26)
£

The weights in this expression are the prediction uncertainties (at 95% confidence) for each of the
validation data points.”) Note that for each model, the weights 1) bring in the model’s root mean squared
error (s), 2) depend on the number of parameters in the model through the degrees of freedom of student’s
t statistic, and 3) are influenced by the X’s (predictor variables) used in the model fitting. For this metric,
the rule is “the smaller the better.” In fact, a useful scale for comparisons is provided by dividing all of
the UVESS values by the smallest value. Thus, the model with a value of 1 after this “normalization” is
the best performer relative to this metric for Ty or Ty, being modeled. Once again, there is the
possibility of a “close second” in such an assessment.

(a) Note that the weights used here are prediction uncertainties and not the reciprocals of the associated prediction
variances. Snee (1977) discusses the use of the latter with the PRESS statistic.
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4.3 Evaluation Data

The data nominally available for spinel T, model evaluation included the initial 35 existing glasses (see
Section 2.2), the 31 new test matrix glasses (see Section 2.2), and the additional 103 existing glasses for
the expanded composition region of interest (see Section 2.5). However, spinel Tp values could not be
obtained for 6 of the new test matrix glasses (see Section 3.1). This left a total of 163 spinel
TL-composition data points available for evaluating the models presented in Section 4.1. The
compositions and spinel T, values for these 163 data points are listed in Table A.2 of Appendix A.
However, as discussed in Section 3.2, the spinel T\, values for glasses Sp-Na-1, Sp-Na-3, and Sp-Cr-1 are
suspect. Hence, the data points for those three glasses were excluded from the model-evaluation process.

A total of 7 glasses (CVS2-1, CVS2-15, CVS2-46, SP-Ca-2, SPA-18, SPA-32, and WTP-TL-3), which
had at least one component mass fraction significantly beyond the range of values for the remaining
glasses, were not removed from the model-evaluation data set since the purpose of the study is to evaluate
model predictions over the entire range of expected WTP HLW glass compositions. Hence, the model-
evaluation results presented subsequently may be affected by these 7 potentially influential data points
remaining in the model-evaluation data set.

During the model-evaluation process, certain data points were identified as outlying or influential for
some models. However, there was no consensus across all the candidate model forms. The poor
performance of the solubility product models made it difficult to declare points as outliers or influential,
thereby making consensus difficult to obtain. Hence, outliers or influential data points remain in the
evaluation data set and could impact the fitted candidate models in different ways. The LMM and the
sub-lattice model may be more sensitive to outlying and influential data points because of their larger
numbers of fitted parameters.

Some new test-matrix glasses (discussed in Section 2.2) were identified as outliers, influential points, or
points having larger prediction uncertainties for some candidate model forms. Such results are likely due
to the use of vertices in constructing the outer-layer portions of the test matrix with and without U and/or
Th. Vertices are the most extreme points in a composition region of interest. The numbers of outer-layer
radioactive vertices (4) and outer-layer nonradioactive vertices (8) in the test matrix were relatively small
to begin with. Then two points from each of the two groups were lost due to the inability to determine
spinel Ty. This left an even smaller number of outer layer points available for model evaluation. Further,
in the model evaluation data set, a smaller number of the 160 glasses came from the new test matrix. The
rest were from existing databases. Because the existing literature data are generally not nearly as extreme
in composition space as the test matrix outer-layer vertices, the outer-layer vertices may be among the
most outlying in multivariate composition space. Such glasses will tend to be more challenging for
models to fit or predict when validating.

Pairwise correlation coefficients were calculated using the 160 data points over all pairs of 48
components in the database. Values greater in absolute value than 0.50 were observed only for the pair
ZnO — SrO, which had a correlation coefficient of +0.65. This suggests that the effects of ZnO and SrO
cannot be easily distinguished using this final Ty data set, and the correlation between all other pairs of
components is within an acceptable range.
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In summary, 160 data points were used in the model-evaluation process. Several outliers and potentially
influential points remain in the data set and may affect different models in different ways. Models with
more parameters fitted to the data will tend to be most affected by outliers and influential points.

The T0.01 data set was more limited. Measured Ty, data was available for only 14 of the 31 new
formulations (given in Table 3.6) with spinel as the only crystalline phase. The Ty was available for 31
additional literature glasses, with 26 unique compositions (listed in Appendix A). This leaves a total of
45 data points. However, four of the 45 glasses were found to be suspect data to inconsistencies between
Ty and T, (SP-Na-1, SP-Na-3, SP-Cr-1-o0, and SP-Cr-1-r). This left a data set of 41 points for fitting the
To01 model. As described in Section 4.1.1.2, this 41 glass data set is poorly designed to support multi-
component modeling over the entire composition region.

4.4 Data-Set Splitting

There is a need to assess the sensitivity of a model’s values for the various metrics to the splitting of the
T -glass composition database into the model-development and validation sets. As anticipated in the test
plan, the data set was sorted by T value and then every fifth data point removed for validation. Since
about one-fifth of the data is to be used for validation, selecting these data starting at the first, second,
third, fourth, or fifth values in the database provides five possible splitting outcomes. A similar process
was used for the Ty database, although it contains fewer data points as described in Section 3.2. The
model-development and model-validation processes were conducted for each of these possible splitting
outcomes (labeled as data groupings 1 through 5), and the goodness-of-fit and validation-performance
metrics were computed for each. Comparisons among the fitted coefficients for each model were also
provided. A consistent outcome for the model selected as best would assure that the metric being used for
model selection is robust (i.e., not overly sensitive) to the way the splits have been generated. Results
from these splitting options were included as part of the assessment study.

The five data groupings are explored for each of the two response variables (T and Ty;) in the following
sections.

4.5 T_ Model Fitting and Comparisons

Each of the six model forms were fitted to each of the five Ty data groupings. The summary statistics for
the model fits and validation are tabulated in Table 4.3. JMP® Version 5.0 from SAS Institute, Inc.
(2002) was used to fit all models. Appendix C provides additional details of the statistical analyses
including tables of fitting results and exhibits with graphical results from the statistical analyses. Exhibits
C.1 through C.6 provide the fits of each of the six models, respectively, to these data for each of the five

data groupings. Included in the output generated by JMP are values for R* (denoted as RSquare), Ridj

(denoted as Rsquare Adj), s (denoted as root mean square error), and the PRESS statistic (denoted by
Press). In the graphical output from these fitting processes, an open, green diamond is used to represent a
model-development data point and a closed, red circle is used to represent a model-validation data point.
Note that the response variables for the models are not all the same. For example, some response

@ JMP = commercial software used in model fitting and evaluation (SAS institute).
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Table 4.3. Goodness of Fit Measures for the T; Models

. SPM w SPM w
Metric Group | DWPFM | IPM CraNi Ni&Fe SLM | LMM
1 0.709 0.863 0.253 0.154 0.885 | 0.902
R’ 2 0.668 0.844 0.243 0.218 0.890 | 0.888
(The bigger the better) 3 0.625 0.873 0.177 0.132 0.886 | 0.896
4 0.633 0.867 0.181 0.134 0.886 | 0.894
5 0.629 0.868 0.196 0.183 0.887 | 0.908
Avg® | 0.653 | 0.863 0.210 0.164 0.887 | 0.897
1 0.307 0.833 0.006 0.186 0.775 | 0.789
R’ 2 0.510 0.903 0.047 -0.002 0.722 | 0.862
(The bigger the better) 3 0.705 0.797 0.285 0.231 0.826 | 0.845
4 0.698 0.793 0.291 0.262 0.810 | 0.842
5 0.734 0.809 0.245 0.021 0.804 | 0.785
Avg 0.591 0.827 0.175 0.140 0.787 | 0.825
Avg Prediction 1 119 73 179 192 81 67
Uncertainty for Model 2 118 75 179 185 74 68
(The smaller the better) 3 130 68 181 187 79 66
4 129 71 184 191 78 69
5 132 71 190 185 80 64
Avg 126 72 183 188 78 67
Avg Prediction 1 120 73 181 192 85 69
Uncertainty for 2 117 75 175 183 79 70
Validation 3 128 68 179 186 79 67
(The smaller the better) 4 129 72 185 191 80 69
5 134 71 192 188 80 66
Avg 126 72 183 188 80 68
% Successfully 1 92% 95% 93% 94% 96% 98%
Predicted for Model 2 95% 94% 92% 92% 96% 98%
(The bigger the better) 3 94% 95% 93% 93% 96% 97%
4 95% 96% 94% 95% 97% 97%
5 95% 96% 93% 94% 97% 97%
Avg 94% 95% 93% 94% 96% 97%
% Successfully 1 91% 94% 90% 90% 97% 97%
Predicted for 2 88% 100% 90% 97% 88% 94%
(The bigger the better) 3 97% 91% 91% 97% 94% 94%
4 97% 94% 89% 93% 90% 90%
5 97% 94% 97% 88% 94% 94%
Avg 94% 94% 91% 93% 92% 94%
UVESS 1 6.480 1.000 14.100 12.117 2.101 | 1.312
2 7.924 1.000 17.711 19.310 4.105 | 1.447
(The smaller the better) 3 3.517 1.261 11.777 12.840 1.365 | 1.000
4 2.973 1.301 11.184 11.437 1.294 | 1.000
5 2.514 1.000 9.140 13.220 1.146 | 1.103
Avg 4.682 1.112 12.782 13.785 2.002 | 1.172

(a) “Ave” values represent the numerical average of the values for the 5 individual data sets.

4.22




variables are Ty while other response variables are 1/TL. As another example, some Ty responses are
expressed using degrees Celsius (°C), while others are expressed in Kelvin (K). Hence, care must be
taken in comparing some of the JMP outputs for different models. The comparisons offered in this
discussion are based on the results from the fitting process being converted over to Ty expressed in °C, for
consistency. Also included in these exhibits are a table of “Parameter Estimates” (the estimated
coefficients) for the fitted models and a table providing the statistical test for a significant LOF for the
model. P-values are provided for each of the estimated parameters of the fitted model and for the F Ratio
associated with the test for LOF. A p-value for the LOF test that is less than 0.05 indicates a LOF that is
statistically significant at the 5% level. Note that there is a statistically significant (at a 5% level) LOF for
most of the models for most of the data groupings. The exception is the Cr and Ni SPMs, which show no
indication of a lack of fit for 4 of the data groupings. In assessing pure error, the statistical software uses
each combination of levels of the independent variables that has multiple response measurements. Thus,
for the Cr and Ni SPMs, if the Cr and Ni values are the same for several glasses, the scatter among their
responses is assumed to represent the pure error of the process. This leads to the possibility of the
software overestimating the pure error for such situations. A more representative test for LOF for this
situation could have been conducted manually, but, due to time constraints, it was decided not to be
necessary to support the conclusions of this study.

A comment is needed regarding the p-values for the estimated parameters of the fitted models provided as
part of the JMP output. As a default, JMP provides the p-value associated with testing whether the
estimated coefficient is statistically different from 0. For the ion potential and LMMs, such a test is not
appropriate for their estimated coefficients. However, since reducing the models to their simplest form
was not an objective of this task, no further exploration of these results for that purpose was pursued.

A plot of the residuals® versus predicted values for each model fit is also provided in these exhibits.
Residual plots are useful for checking assumptions made about the errors of the model used for fitting the
data. The assumptions on the errors include independence, zero mean, constant variance, and normal
distribution. A leverage plot for each fitted parameter in the model is also provided. From Draper and
Smith (1998), the “term leverage is used because a point exerts more influence on the fit if it is farther
away from the middle of the plot in the horizontal direction.” No problems are seen in these plots over
this set of exhibits.

Tables C.1 through C.6 in Appendix C provide summary information for each of these fits for each of the
six models, respectively. This information is presented in the units of the original response variables for
the models, which are shown in these tables. The number of parameters associated with each model is
also provided. The estimates for these parameters are shown for each data grouping and may be
compared across the data groupings.

Also, note that no data are excluded in the analyses that follow (except for the three suspect data points
discussed in Section 3.2). All of the data identified for use in model development and model validation
are part of these calculations. The approach of looking for consensus among the models in identifying an
outlying observation may have been unduly influenced by some of the models that fit the model data and
predicted the validation data so poorly. Thus, while this approach made the task of including/excluding
data in the fitting of the candidate models more manageable relative to the time available for this effort,

@ A residual is the difference between the measured and predicted response values (i.c., Yi—Yi)
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there is the potential that some performance measures for the models with more terms (i.e., the SLM and
LMM) may have been influenced by this approach.

Exhibits C.7 through C.11 in Appendix C provide plots of the residuals and prediction uncertainties (both
model development, as open, green diamonds, and model validation, as closed, red circles) by glass-
composition number for each of the fitted models for each of the five data groupings, respectively. Once
again, the y-axis for each of these plots is in °C so that comparisons across all of the models can be
readily made using these plots.

A review of these plots suggests that the [PM is the best performer relative to the behavior of the residuals
and prediction uncertainties over the 5 data groups. The prediction performances of the LMM and SLM
are closely following, although larger residuals and prediction uncertainties for a small number of points
occur for these models. The LMM and SLM are expected to be more sensitive to outlying or influential
data points (either in fitting or in validation) because of their larger number of fitted coefficients.

Tables C.7 through C.11 in Appendix C provide summaries of the six model fits for the five data
groupings, respectively. The upper portion of each table provides information in the original unit of
measure for the T} response used by each of the models. The middle portion of each table provides this
information with T; being expressed in °C. Also, note that values for the goodness-of-fit measures that
were discussed in Section 4.2.3 for the model-development data are presented in this middle section of
each table. The lower portion of each table provides information on the validation-performance measures
for each model. These values are also based upon T| being expressed in °C.

Exhibit C.12 in Appendix C provides some plots of the goodness-of-fit measures across the five data
groupings to facilitate comparisons of interest among the fitted models. Table 4.3 provides the details of
the values in these plots along with values for additional goodness-of-fit measures. Different models
appear to perform better relative to some of the metrics for some of the data groupings. The R* values for

the IPM, SLM, and LMM are comparable, and the corresponding R2, values of the models are

comparable to their R? counterparts.

The values for the UVESS statistic (from Equation 4.26) suggest that the IPM is best for 3 of the 5 data
groupings and the most consistent performer across all 5 of the data groupings for this metric. Data
grouping 2 appears to be the one for which the performance of the SLM weakens as compared to the
performance of the [PM in particular.

4.6 Too; Model Fitting and Comparisons

Each of the six model forms were fitted to each of the Ty, data groupings as described for Ty in Section
4.4. The summary statistics for the model fits and validation are tabulated in Table 4.4. JMP® Version
5.0 from SAS Institute, Inc. (2002) was used to fit all models. Appendix D provides additional details of
the statistical analyses including tables of the fitting results and exhibits containing graphical results of
the statistical analyses. Exhibits D.1 through D.6 provide the fits of each of the six models, respectively,

@ JMP = commercial software used in model fitting and evaluation (SAS institute).
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Table 4.4. Goodness of Fit Measures for the Ty Models

Metric Group | DWPFM | IPM | SPM w Cr&Ni | SPMw Ni&Fe | SLM |LMM
1 0.614 | 0.697 0.154 0.270 0.899 |0.907
R’ 2 0.642 | 0.611 0.254 0.402 0.897 | 0.881
(The bigger the better) 3 0.700 | 0.685 0.208 0.374 0.914 | 0.902
4 0.714 | 0.596 0.132 0.359 0.877 |0.861
5 0.535 | 0.585 0.264 0.298 0.867 |0.842
Avg® | 0.641 [0.635 0.202 0.341 0.891 |0.879
1 0.411 |-1.090 -0.232 0.544 0.581 | 0.607
R, 2 0.593 0.557 0.175 0.845 0.710 | 0.746
(The bigger the better) 3 0.088 |-0.189 0.104 0.115 0.247 |0.598
4 -3.259 | 0.455 0.290 0.210 0.617 |0.882
5 0.832 | 0.538 -0.101 0.335 -21.166 | 0.908
Avg. -0.267 | 0.054 0.047 0.410 -3.802 | 0.748
Avg Prediction 1 224 180 329 317 195 123
Uncertainty for Model 2 226 203 310 271 192 129
(The smaller the better) 3 183 185 319 298 183 119
4 196 209 329 301 239 140
5 242 197 280 297 232 140
Avg. 214 195 313 297 208 130
[Avg Prediction 1 208 189 326 355 248 135
Uncertainty for Validation 2 230 203 291 247 543 139
(The smaller the better) 3 184 194 317 280 404 131
4 274 207 327 300 382 158
5 244 205 290 286 2293 179
Avg. 228 200 310 294 774 148
% Successfully Predicted 1 97% 97% 97% 100% 100% | 97%
for Model 2 97% 97% 97% 90% 100% | 97%
(The bigger the better) 3 100% | 100% 93% 90% 100% | 100%
4 97% 97% 93% 94% 100% | 97%
5 97% 97% 90% 94% 100% | 97%
Avg. 98% 98% 94% 94% 100% | 98%
% Successfully Predicted 1 100% 86% 100% 100% 100% | 100%
for Validation 2 100% | 100% 86% 75% 100% | 100%
(The bigger the better) 3 88% 88% 100% 100% 88% 88%
4 75% 100% 88% 88% 100% | 100%
5 100% 89% 86% 88% 100% | 100%
Avg. 93% 92% 92% 90% 98% 98%
UVESS 1 2.306 8.605 4.367 1.564 1.340 | 1.000
2 2.766 | 2.750 9.134 8.555 39.238 | 1.000
(The smaller the better) 3 3.174 | 4.962 5.802 4.194 5.417 | 1.000
4 204.769 | 7.288 13.306 13.738 22.996 | 1.000
5 2.904 | 6.162 13.854 7.723 3288.020 | 1.000
Avg. 43.184 | 5.953 9.292 7.155 671.402 | 1.000

(a) “Ave.” values represent the numerical average of the values for the 5 individual data sets.
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to these data for each of the five data groupings. Included in the output generated by JMP are values for

R?, Rﬁdj , s, and the PRESS statistic. In the graphical output from these fitting processes, an open, green

diamond is used to represent a model-development data point and a closed, red circle is used to represent
a model-validation data point. Note that the response variables for the models are not all the same. For
example, some response variables are Ty ; while other response variables are 1/Tyo;. As another
example, some Ty, responses are expressed using degrees Celsius (°C), while others are expressed in
Kelvin (K). Hence, care must be taken in comparing some of the JMP outputs for different models. The
comparisons offered in this discussion are based on the results from the fitting process being converted
over to Ty, expressed in °C, for consistency.

As for the Ty case, included in the exhibits for the Ty, data are a table of “Parameter Estimates™ (the
estimated coefficients) for the fitted models and a table providing the statistical test for a significant LOF
for the model. P-values are provided for each of the estimated parameters of the fitted model and for the
F Ratio associated with the test for LOF. A p-value less than 0.05 indicates a LOF that is statistically
significant at a significance level of 5%. Note that for each of the six models, there are one or more of the
data groupings for which no statistically significant (at a 5% level) LOF is indicated. For the estimated
coefficients, note that the p-values provided as a default by JMP for the IPM and LMM do not represent
the appropriate statistical tests for these parameters.

Residual and leverage plots are provided for these model fits as part of the exhibits. In general, the plots
for these model fits suggest problems that were not seen in the results for the Ty case. Specifically, more
scatter is seen in the whole model plots (those plots in the exhibits showing both the model-development
points [open, green diamonds] and the model validation points [closed, red circles] around the fitted
model). More will be said on this topic in the discussion that follows.

Tables D.1 through D.6 in Appendix D provide summary information for each of the five split-data fits
for each of the six models, respectively. This information is presented in the units of the original response
variables for the models, which are shown in these tables. The number of parameters associated with
each model is also provided. The estimates for these parameters are shown for each data grouping and
may be compared across the data groupings. It is very apparent that there is less consistency in the values
of the estimated parameters across the data groupings for the Ty, than in the estimated parameter values
for the T, models.

Note that there are substantially fewer data points for the Ty, data as compared to the Ty data. This leads
to very few data being available for validation (~8 for each of the data groupings). Also, in general, there
is more variation among the estimates of each of the model parameters across the five data groupings for
the Ty, data as compared to the T, data, and a model’s root mean squared errors (the s values) for the
To01 data are larger than those for the Ty data. These aspects of the results from fitting models to the two
sets of response variables suggest a more consistent performance of each model relative to the goodness-
of-fit measures for the T, models as compared to its performance relative to these measures for the Ty
models. This is explored in the next section.

Exhibits D.7 through D.11 in Appendix D provide plots of the residuals and prediction uncertainties (both
model development, as open, green diamonds, and model validation, as closed, red circles) by glass-
composition number for each of the fitted models for each of the five data groupings, respectively. The y-
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axis for each of these plots is in °C so that comparisons across all of the models can be readily made using
these plots.

In general, note the large residuals and prediction uncertainties that are indicated across all of these plots
(i.e., for each of the models for each of the data groupings). As will be mentioned in a subsequent
section, the inability for all models to reliably predict Ty is based on either the model forms being
ineffective for predicting Ty, or that the data set is insufficient to adequately fit the models. This
significant issue resulted in a recommendation that WTP consider the benefits of using a T\ -based
constraint or develop adequate data and models for prediction of Ty ;.

Tables D.7 through D.11 in Appendix D summarize the six models fitted to the five data groupings,
respectively. The upper portion of each table provides information in the original unit of measure for the
To.01 response used by each of the models. The middle portion of each table provides this information
with Ty being expressed in °C. Also, note that values for the goodness-of-fit measures that were
discussed in Section 4.2.3 for the model-development data are presented in this middle section of each
table. The lower portion of each table provides information on the validation-performance measures for
each model. These values are also based upon Ty, being expressed in °C.

Exhibit D.12 in Appendix D provides some plots of the goodness-of-fit measures across the five data
groupings to facilitate comparisons of interest among the fitted models. Table 4.4 provides the details of
the values in these plots along with values for additional goodness-of-fit measures.

Different models appear to perform better relative to some of the metrics for some of the data groupings.
The R? values for the LMM are slightly better than those for the SLM. However, the corresponding Rial

values of these two models are much smaller than their R* counterparts across all of the data groupings.
This suggests that the predictive capabilities of these fitted models may be less than adequate. (These
capabilities over the Ty, data certainly are less appealing than those capabilities suggested for the fitted
TL models.)

With the current dataset, it appears as if the LMM most successfully predicts the Ty, for all five data
groupings. However, the high prediction uncertainties are troubling. Note again that there are many
fewer data points in this data set, with only about 8§ data points for validation. More would be required to
provide an adequate preliminary model for Ty ;.
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5.0 Discussion and Recommendation

A database of Tr and Ty, values for glasses in the composition region of expected Hanford HLW glasses
was developed. The Ty values of 25 glasses in the spinel primary phase field were measured and
combined with Ty data from 135 glasses found in the literature. The T values ranged from 780°C to
1306°C for the new data set and from 811°C to 1350°C for the literature data set. The Ty, of 14 glasses
in the spinel primary phase field were measured and combined with Ty, data from 31 glasses found in
the literature. The Ty, values for the new glasses ranged from 740°C to 1180°C and from 633°C to
1158°C for the literature data set. The measured values are summarized in Table 5.1. These data, in
conjunction with previous data reported in literature and data to be generated in future studies, will
greatly assist in the development and validation of T, or T, models by the WTP.

Table 5.1. Measured T; and Ty, of Current Study Glasses in °C

Glass ID T Too1 Primary Phase Glass ID TL Too1 Primary Phase
WTP-TL-01 760 @ crystobalite ~ |WTP-TL-17 1,197 825 spinel
'WTP-TL-02 771 - albite WTP-TL-18 852 - spinel
WTP-TL-03 1,191 932 spinel WTP-TL-19 1,070 876 spinel
WTP-TL-04 1,117 - spinel WTP-TL-20 1,259 1,068 spinel
WTP-TL-05 1,107 740 spinel WTP-TL-21 1,181 764 spinel
'WTP-TL-06 898 - clinopyroxene |WTP-TL-22 1,249 - zircon
'WTP-TL-07 1,296 - spinel WTP-TL-23 1,219 947 spinel
'WTP-TL-08 1,029 - spinel WTP-TL-24 1,071 891 spinel
WTP-TL-09 1,289 - thorianite WTP-TL-25 820 - spinel
WTP-TL-10 1,194 - spinel WTP-TL-26 972 - spinel
WTP-TL-11 1,070 - spinel WTP-TL-27 1,165 1,047 spinel
'WTP-TL-12 1,306 - spinel WTP-TL-28 1,064 1,100 spinel
'WTP-TL-13 1,006 - spinel WTP-TL-29 1,254 973 spinel
WTP-TL-14 1,195 - spinel WTP-TL-30 1,257 974 spinel
WTP-TL-15 780 - spinel WTP-TL-31 1,119 - spinel
WTP-TL-16 - 1,180 spinel - - - -

(a) “-” signifies an empty data field.

Six different models (DWPFM, IPM, two variations of the SPM, SLM, and LMM) were fitted to the 5
model-fit data sets and used to predict responses of the 5 different validation data sets. The six model
forms were fitted to both T, and Ty;. It was found that all six of the models had difficulty in predicting
Too1 with good precision; those results are likely due to the small available data set or the fact that the
model forms were not specifically developed for To;. Of all the models, the LMM was found to predict
the Ty, of validation glasses with the best precision.

The IPM and LMM models were found to most consistently predict the Ty, of the model-development and
validation data sets, with the smallest prediction uncertainties and the most favorable responses to other
statistical measures for comparing models. Figure 5.1 shows the UVESS and R?,,, statistics as functions
of T. model-fit parameters. This relationship shows that generally, the higher the number of coefficients,
the better the model tends to be at predicting the Ty of validation glasses. The small number of fit
parameters and superior statistics make the IPM a good candidate for WTP use. However, the LMM has
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similar statistical values and is of an easier form for the plant to implement (e.g., although there are 17
parameters, the concentrations of only those 17 components are used in the LMM model where the IPM
uses all glass components in the model).

0.9 16
IPM LMM
0.8 4 SLM 14 -SPM w Ni&Fe
ISPM w Cr&Ni
0.7 12 4
0.6 DWPEFM 10 4
= A
w® 054 g 8
~ 5
0.4 6 4
DWPFM
0.3 4 |
02 “5pM w CraoNi 21 IPM LM]\SALM
SPM w Ni&Fe
0.1 T T T T T T T T T 0 T T T T T T T T T
0 2 4 6 8 10 12 14 16 18 20 0 2 4 6 8 10 12 14 16 18 20
Number of Fit Parmeters (p) Number of Fit Parmeters (p)

Figure 5.1. R?,,; and UVESS Statistics as Functions of the Number of T, Model Parameters

It is recommended that the WTP evaluate the impacts of using a Ty ¢, model with low precision or
constraining glass composition based on Ty (using higher precision models). If the former is determined
to be more beneficial, then we recommend further development of the Ty, database and, if necessary to
obtain adequate prediction precision, further development of model forms specifically for To ;.

To support evaluations of the different crystal constraint strategies, we have fitted the LMM to the
complete data sets for T and Tg; used in the model-development and validation in Sections 4.5 and 4.6.
That is, the same LMMSs reported earlier were fitted to the data without splitting a validation data set out.
These preliminary models are summarized in Table 5.2. Interestingly, the coefficients for these
preliminary models are relatively consistent as shown in Figure 5.2. These models represent good
working models for the WTP HLW glasses in the spinel primary phase field. With the exception of the
IPM fit to Ty data, these models give the best current prediction capability for glasses in this composition
region of any investigated and thus, represent an improvement over previous models.
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Table 5.2. Summary of Preliminary LMM for Ty, and T o

Component T (°C) Too1 (°C)
Al O3 2831.3 3391.7
B,0; 755.7 378.1
Cdo 6240.6 -®
Cr,03 259449 27121.9
F 5337.4 -
Fe, O3 2759.1 3637.9
K,0 -1211.1 -
Li,O -2019.2 -2655.9
MgO 2233.8 -
MnO 1862.0 2852.6
Na,O -827.1 -1786.5
NiO 9316.2 13169.6
P,0s5 -3949.2 -
SiO, 862.7 393.8
SrO - -479.8
ThO, 1766.9 -
U30g 2270.2 -
V4(0}} 2122.2 4056.8
# of Data 160 41®
p 17 11
R* 0.892 0.869
R’ 0.880 0.825
S 32.2 53.5
Mean 1062.1 920.9
(a) “-” signifies empty data field.
(b) Four of the 45 glasses had significant differences
between T, and Ty, and were excluded from modeling.
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Figure 5.2. Comparison of LMM Coefficients for Ty and Ty,
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