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Abstract 
The multisegmented wellbore model (MSW) semi-analytically estimates the amount of CO2 and 
brine leakage from a leaking legacy well by segmenting it into intervals to simulate site-specific 
stratigraphic and hydrogeologic properties. The model is a component of the National Risk 
Assessment Partnership Open-Source Integrated Assessment Model (NRAP-Open-IAM), which 
was developed to perform risk assessment for geologic CO2 storage.  

The new wellbore leakage model, which uses deep learning networks for a caprock segment, 
was developed to enhance the analytical MSW. The model was trained and validated using a 
synthetic data set of Subsurface Transport Over Multiple Phases (STOMP) multiphase flow 
simulations from various geological, well attribute, and operational conditions to ensure its 
quality. The results demonstrate that the model is more accurate than the existing model in 
predicting the transport of two-phase fluids (brine and injected CO2) through the well. This report 
provides a detailed explanation of the model development and quality assurance.  
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Acronyms and Abbreviations 
DOE U.S. Department of Energy 
GCS geological carbon storage 
MSE mean squared error 
MSW multisegmented wellbore 
NRAP National Risk Assessment Partnership 
NRAP-Open-IAM NRAP Open-Source Integrated Assessment Model 
ROM reduced-order model 
STOMP  Subsurface Transport Over Multiple Phases 
STOMP-CO2e STOMP with the CO2 operational mode 
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1.0 Introduction 
To ensure safe geologic carbon storage (GCS), it is essential to have quantitative estimates of a 
site’s long-term performance, taking into account subsurface hydrologic and geochemical 
processes, CO2 injection, and associated uncertainties. An effective modeling approach is 
needed that can couple component models efficiently and allow for rapid computation (Pawar et 
al. 2015). In 2017, as part of the National Risk Assessment Partnership (NRAP) tool 
development effort, a set of 10 tools was released to estimate the risks associated with GCS 
(Vasylkivska et al. 2021). The toolset, called the NRAP Open-source Integrated Assessment 
Model (NRAP-Open-IAM), considers uncertainties in storage reservoirs, leakage scenarios, and 
shallow groundwater impacts effectively through a stochastic framework. The set of component 
models used for rapid probabilistic risk assessments comprises analytical models or physics-
based reduced-order models (ROMs) (Vasylkivska et al. 2022).  

At a CO2 sequestration site, wells are commonly viewed as high-risk pathways for fluid leakage 
due to defects resulting from poor well completion or subsequent damage caused by chemical 
reactions or thermal or mechanical stresses (Gasda et al. 2008). To estimate the impacts of 
potential leakage from existing well penetrations to the reservoir, injection well, and monitoring 
wells during and after GCS operations, NRAP-Open-IAM incorporates several wellbore model 
components, including the open wellbore model (Bacon et al. 2021), cemented wellbore model  
(Jordan et al. 2015), and multisegmented wellbore (MSW) model (Baek et al. 2021). These 
models estimate fluid leakage along the wellbore from a storage reservoir, where CO2 is 
injected, to overlying aquifers or the atmosphere.  

The MSW was originally proposed in Nordbotten et al. (2009) for risk assessment of field-scale 
GCS applications with multiple overlying aquifers (Celia et al. 2011). The model analyzes the 
leakage of CO2 and brine through legacy wells, based on a 1D multiphase version of Darcy’s 
law. The model assumes that the leak occurs along a compromised wellbore, such as discrete 
pathways created by residual drilling fluid, gas channels formed during primary cementing, and 
micro-annuli created by pressure and temperature cycling, and the leak path is composed of 
alternating well segments, each with a length and an effective permeability value for the flow 
path.  

This segmented leak path allows for approximating vertical heterogeneity and considering 
varying permeability formations into which the fluid may leak (e.g., the primary seal or 
underground source of drinking water). However, the original model does not account for 
varying fluid properties over depth (Baek et al. 2021; Viswanathan et al. 2008), which can be 
significant for CO2, given its drastic changes in properties (e.g., density and viscosity) with 
depth, pressure, and temperature conditions. Additionally, the original analytical approach 
models lateral leakage in aquifer layers using a simple empirical method, which can be 
inaccurate when the system becomes more complex (Baek et al. 2021).  

The improved MSW ROM addresses these limitations and enhances model accuracy for more 
reliable risk assessments of GCS operations. Baek et al. (2023) used deep learning to develop 
a model for caprock segment wellbore leakage. They generated synthetic data sets using a full 
physics numerical reservoir simulator that considered varying fluid properties over depth. Their 
work included various geologic conditions, well attributes, and operation conditions to cover 
various scenarios used in the literature. The present work improves these efforts further by 
including data sets for shallower (less than 1,000 m deep) aquifers. To build on this approach, 
we developed a new deep learning model and confirmed its correct implementation into NRAP-
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Open-IAM. This work provides readers with a better understanding of the deep-learning-
assisted MSW model and its quality assurance. 
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2.0 Methodology 
This section outlines the process of developing and evaluating a deep-learning-assisted 
wellbore model, as shown in Figure 1. The Subsurface Transport Over Multiple Phases 
(STOMP) code, a multi-phase flow simulator developed by Pacific Northwest National 
Laboratory (White et al. 2012), was used to generate a comprehensive data set covering a wide 
range of subsurface pressure and temperature conditions, well characteristics, and operations 
based on various literature sources (Appendix A). The input and output data from the 
simulations were processed and used to train and test the deep learning models, which were 
optimized using an automated hyperparameter optimization process. The models included 
multiple classification and regression models for CO2 and brine leakage and CO2 saturation. 
Separate testing data sets were used for model validation, and the performance of the new 
model was compared with the analytical MSW model. This method is similar to that of Baek et 
al. (2023). 

 
Figure 1. Diagram of deep-learning-assisted multisegmented wellbore ROM development and 

quality assurance. 

2.1 Data Generation 

STOMP with the CO2 operational mode (STOMP-CO2e) was used to create data for developing 
the deep learning model. A 2D axisymmetric reservoir model was employed, as shown in Figure 
2. The model consists of a storage reservoir layer, a caprock sealing layer, and a leaky well. 
The model covers a lateral extent of 100 km from the well and is divided into 100 cells of 
logarithmically increasing size, from 0.075 to 11,527 m. The storage reservoir has five 5-m-thick 
cells; only the far-left column of cells in the caprock layer was activated, and the remaining part 
was considered impermeable and incompressible to save computational costs. The height of 
each cell in the wellbore is approximately 1 m, and the well length varies across realizations. 
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Figure 2. Numerical reservoir model. 

For the deep learning model, dynamic data at the bottom of the well or the top layer of the 
storage reservoir is used as input data, and data at the top of the wellbore is used as output 
data. CO2 is injected directly below the leaky well, and its injection profile is shown in Figure 3.  

 
Figure 3. CO2 injection rate profile. 

Leakage along the well is assumed to follow multiphase Darcy flow as 

𝑞𝑞𝛼𝛼 = −
𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟,𝛼𝛼𝑘𝑘𝑤𝑤𝑟𝑟𝑟𝑟𝑟𝑟

𝜇𝜇𝛼𝛼
�
𝜕𝜕𝑝𝑝𝛼𝛼
𝜕𝜕𝜕𝜕

+ 𝜌𝜌𝛼𝛼𝑔𝑔� (1) 

where, for a fluid phase α (CO2 or brine), qα is the volumetric flux along the well, krel,α is the 
relative permeability of the well, kwell is the absolute permeability of the well, μα is viscosity, ∂pα is 
the change in pressure across an increment in the vertical direction (i.e., ∂z), ρα is the fluid 
density, and g is the gravitational constant, 9.8 kg/m2. To simplify modeling of complex fluid flow 
along the wellbore, a bulk effective permeability approach was used despite the fact that the 
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leakage path is not truly porous media and the Darcy equation [Eq. (1)] may not fully describe 
its physics (Carey 2018). 

Hydrostatic pressure gradient (i.e., 9.8 MPa/km) is assumed, and a constant pressure boundary 
condition (i.e., Dirichlet) is applied for the right and top boundaries. The bottom of the model is 
sealed, leading to no vertical flow communication. 

Linear relative permeability curves (i.e., x-type) were used for the entire domain for two-phase 
fluid flow, and capillary pressure was neglected. The model was initially saturated with brine 
while the residual brine saturation – the fraction of irreducible volume occupied by brine – was 
set to zero. Rock pore volume compressibility was set to 1.0 × 10-12 1/Pa, and it is assumed that 
its properties are isotropic and homogeneous. Brine properties (i.e., density, viscosity) were 
calculated using the American Society of Mechanical Engineers steam table formulations 
(Meyer et al. 1993), and CO2 properties were computed using the equation of state for CO2 
developed by Span and Wagner (1996) and the formulation of Fenghour et al. (1998). The 
properties are calculated as a function of pressure, temperature, and salinity internally during 
simulation. Initial salinity varies over realization, and no gradient of salinity was considered. All 
processes were considered isothermal, and mutual dissolution between different phases was 
neglected.  

Nine parameters were varied, with minimum and maximum bounds, to generate a set of 
representative transient and steady state reservoir behavior and leakage scenarios based on 
the literature (Appendix A) with varying CO2 injection scenarios (Table 1) – the constant 
injection rate for the first 10 years was varied. Five-thousand realizations of combinations of the 
parameters were sampled using uniform distributions. This study intends to expand the range of 
the top depth of the wellbore or caprock layer up to a shallower depth than used in the previous 
study, and the wellbore bottom depth and length were controlled. 

Of the 5,000 STOMP simulation results, 4,053 cases were collected and used for deep learning 
model development; the remaining 947 simulations were removed because they failed due to 
convergence issues or took longer than 72 hours of simulation time on a single core.  

Table 1. Numerical model parameters for the benchmark problem. 

Parameter Units Min Max 
Reservoir permeability m2 1×10-15 1×10-11 
Reservoir porosity - 0.05 0.45 
Wellbore permeability m2 1×10-16 1×10-12 
Wellbore length m 30 2,000 
Wellbore bottom depth m 776 4,970 
Wellbore effective radius(a) m 0.01 0.05 
Temperature gradient C◦/km 18 32 
Salinity g/kg 1 25 
CO2 injection rate Kg/s 1.8 108 
(a) The cell size is fixed at 0.075 m for the wellbore, but the porosity varies. The 

effective radius of the wellbore is calculated based on the cell size and porosity. 
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2.2 Data Processing 

Based on the input parameters of the simulation (Table 1), 33 feature parameters were 
selected, consisting of: 

• 5 well attributes: bottom depth, top depth, length, permeability, radius.  

• 11 fluid properties: bottom and top well CO2 density, bottom and top well brine density, 
bottom and top well CO2 viscosity, bottom and top well brine viscosity, bottom well CO2 
saturation, bottom well brine saturation, salinity.  

• 4 pressure-related parameters: bottom well pressure, top well pressure, pressure difference 
between top and bottom of the wellbore, bottom well pressure change with respect to the 
initial bottom well pressure. For top well pressure, the hydrostatic pressure was used.  

• 3 temperature-related parameters: bottom well temperature, top well temperature, 
temperature gradient. 

• 10 composite parameters: CO2 driving force ratio [Eq. (2)], brine driving force ratio [Eq. (2)], 
CO2 conductivity at the top and bottom wellbore [Eq. (3)], brine conductivity at the top and 
bottom wellbore [Eq. (3)], ratio of CO2 conductivity at the top wellbore to that of the bottom 
wellbore [Eq. (4)], ratio of brine conductivity at the top wellbore to that of the bottom wellbore 
[Eq. (4)], kinematic viscosity ratio at the top and bottom wellbore [Eq. (5)].  

The last 10 parameters are defined as follows: 

𝜞𝜞𝒑𝒑𝒑𝒑 =  
�𝑷𝑷𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘,𝒃𝒃𝒃𝒃𝒃𝒃 − 𝑷𝑷𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘,𝒃𝒃𝒃𝒃𝒑𝒑�

𝟎𝟎.𝟓𝟓 ∙ �𝝆𝝆𝑝𝑝ℎ,𝒃𝒃𝒃𝒃𝒃𝒃 + 𝝆𝝆𝑝𝑝ℎ,𝒃𝒃𝒃𝒃𝒑𝒑�𝒈𝒈𝒑𝒑
 (2) 

where Γ, defined as a driving force ratio, is a ratio of pressure force to the gravitational force; 
Pwell,bot and Pwell,top are pressure (Pa) at the bottom and top of the well, respectively; ρph,bot and ρph,top 

are CO2 density (kg/m3) at the bottom and top of the well, respectively. Subscript ph is CO2 or brine; 
g is gravity constant (kg/m3); and h is well length (m).  

𝜼𝜼𝒑𝒑𝒑𝒑𝟐𝟐,𝒊𝒊 =  
𝒌𝒌𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝝆𝝆𝒑𝒑𝒑𝒑𝟐𝟐,𝒊𝒊𝒈𝒈

𝝁𝝁𝑝𝑝ℎ,𝒊𝒊
 (3) 

𝜿𝜿 = 𝜼𝜼𝑪𝑪𝑪𝑪𝟐𝟐 ,𝒃𝒃𝒃𝒃𝒑𝒑
𝜼𝜼𝑪𝑪𝑪𝑪𝟐𝟐,𝒃𝒃𝒃𝒃𝒃𝒃� =  �

𝝆𝝆𝑪𝑪𝑪𝑪𝟐𝟐 ,𝒃𝒃𝒃𝒃𝒑𝒑
𝝁𝝁𝑪𝑪𝑪𝑪𝟐𝟐,𝒃𝒃𝒃𝒃𝒑𝒑

𝝆𝝆𝑪𝑪𝑪𝑪𝟐𝟐,𝒃𝒃𝒃𝒃𝒃𝒃
𝝁𝝁𝑪𝑪𝑪𝑪𝟐𝟐,𝒃𝒃𝒃𝒃𝒃𝒃

� � (4) 

where ηph,i is phase conductivity (m/s), defined after hydraulic conductivity (Nordbotten and 
Celia 2012). Subscript ph is CO2 or brine and i is bot or top, indicating bottom or top of the well; kwell is 
well permeability (m2); μph,i is phase viscosity (Pa-sec); and the κ conductivity ratio is a ratio of 
phase conductivity at the top of the well to that at the bottom of the well. 
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𝝊𝝊𝒊𝒊 = 𝝊𝝊𝒃𝒃𝒃𝒃𝒊𝒊𝒃𝒃𝒘𝒘,𝒊𝒊 𝝊𝝊𝑪𝑪𝑪𝑪𝟐𝟐,𝒊𝒊� = �

𝝁𝝁𝒃𝒃𝒃𝒃𝒊𝒊𝒃𝒃𝒘𝒘,𝒊𝒊
𝝆𝝆𝒃𝒃𝒃𝒃𝒊𝒊𝒃𝒃𝒘𝒘,𝒊𝒊 𝝁𝝁𝑪𝑪𝑪𝑪𝟐𝟐,𝒊𝒊

𝝆𝝆𝑪𝑪𝑪𝑪𝟐𝟐,𝒊𝒊

� � (5) 

where 𝝊𝝊i is a ratio of brine kinematic viscosity to CO2 kinematic viscosity. Subscript i is bot or top, 
indicating the bottom or top of the well. ρbrine,i and μbrine,i are brine density (kg/m3) and brine 
viscosity (Pa-sec), respectively. 

The target data set for the deep learning model consists of the flow rates of CO2 and brine, and 
CO2 saturation at the top of the well for every year, resulting in a total of 199,551 data points for 
each. Less than 1% of the CO2 saturation at the bottom wellbore and less than 10-7 kg/s of CO2 
were considered zero or no leakage, respectively. The data set was randomly divided into three 
subgroups for training, validation, and testing with a ratio of 0.7:0.2:0.1. The feature data set 
includes leaking rates of CO2, well permeability, CO2 conductivity, and kinematic viscosity ratio 
at the top and bottom wellbore, all of which were transformed into log-scale to improve modeling 
results (Chen et al. 2019). The feature data was also normalized between zero and one using 
the MinMaxScaler function from the scikit-learn Python library (v.1.0.1) (Pedregosa et al. 2011). 

2.3 Model Training 

This section describes the development of multiple sub-deep learning models to predict CO2 
and brine leakage rates in a wellbore. To predict CO2 leakage, a classification model is used 
first to determine if there is any leakage through the leaky wellbore across the caprock layer. If 
there is leakage, then regression models are used to predict the CO2 leakage rate and 
saturation at the top of the well. For brine leakage, a classification model is used to predict the 
flow rate, which can be large, small, or negative. The pressure gradient required for brine to leak 
upward is higher compared to CO2, and in some cases, the gravity force can cause the brine to 
flow downward, resulting in a negative flow rate (Baek et al. 2023). The corresponding 
regression model predicts the brine leakage rate once the type of leakage is identified.  

 
Figure 4. Prediction workflow for CO2 leakage rate, CO2 saturation, and brine leakage rate. 

The developed models' neural networks were optimized using the Python library AutoKeras 
(v.1.0.16) (Jin et al. 2019), which uses Bayesian optimization to tune hyperparameters such as 
the number of dense layers, activation functions, and dropout values for deep learning model 
structures. To optimize the models, 100 neural network structures were searched with a batch 
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size that varied between 256 and 1,024. The models were trained for 150 epochs with early 
stopping if there was no improvement after 50 epochs. The data set was shuffled after every 
epoch. 

Binary cross-entropy, categorical cross-entropy, and mean squared error (MSE) were used as 
accuracy metrics for binary classification, multi classification, and regression, respectively, 
which are calculated as 

𝐻𝐻𝑝𝑝 = −
1
𝑁𝑁
� 𝑦𝑦𝑖𝑖

𝑁𝑁

𝑖𝑖=1
∙ 𝑙𝑙𝑙𝑙𝑔𝑔�𝑝𝑝(𝑦𝑦𝑖𝑖)� + (1 − 𝑦𝑦𝑖𝑖) ∙ 𝑙𝑙𝑙𝑙𝑔𝑔(1 − 𝑝𝑝(𝑦𝑦𝑖𝑖)) (6) 

where Hp is binary cross-entropy, y is the label (1 or 0 for binary classification), p(y) is the 
predicted probability that the label y is true, and N is the number of data points considered. 

𝐶𝐶𝐶𝐶 = −
1
𝑁𝑁
� � 𝑦𝑦𝑖𝑖,𝑘𝑘𝑙𝑙𝑙𝑙𝑔𝑔𝑝𝑝𝑖𝑖,𝑘𝑘

𝐾𝐾

𝑘𝑘=1

𝑁𝑁

𝑖𝑖=1
 (7) 

where CE is categorical cross-entropy, which expands Eq. (6) for multiple labels, K.  

𝑀𝑀𝑀𝑀𝐶𝐶 =
1
𝑁𝑁
� (𝑦𝑦𝑖𝑖,𝑡𝑡𝑟𝑟𝑡𝑡𝑟𝑟 − 𝑦𝑦𝑖𝑖,𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝)2

𝑁𝑁

𝑖𝑖=1
 (8) 

where MSE is mean squared error, yi,true is the reference value, yi,pred is the value predicted by 
the regression model, and N is the number of data points considered. 

Precision, recall, and F1 score were given to measure the quality of the classification models:  

𝑃𝑃 =
𝑇𝑇𝑝𝑝

𝑇𝑇𝑝𝑝 + 𝐹𝐹𝑝𝑝
 (9) 

where P is precision, Tp is the number of true positives, and Fp is the number of false positives. 

𝑅𝑅 =
𝑇𝑇𝑝𝑝

𝑇𝑇𝑝𝑝 + 𝐹𝐹𝑛𝑛
 (10) 

where R is recall, Tp is the number of true positives, and Fn is the number of false negatives. 

𝐹𝐹1 = 2
𝑃𝑃× 𝑅𝑅
𝑃𝑃+ 𝑅𝑅 (11) 

where F1 is the F1 score, which is defined as the harmonic mean of precision and recall.  



PNNL-34107 

Results and Discussion 9 
 

3.0 Results and Discussion 
This section presents ranges of the numerical simulation input parameters used to develop the 
new model and predict its performance. Comparison with the analytical MSW model (Baek et al. 
2021) shows improvement made in the new model.  

3.1 Numerical Simulation Input Parameter Distributions 

The necessary data for deep learning model development was generated using the numerical 
reservoir simulations. For the simulations, the nine parameters given in Figure 5 were sampled, 
and based on the samples and simulation results, the aforementioned 33 features were 
prepared. Figure 5 shows the distributions of the simulation input parameters for the cases that 
ran successfully and were collected for the wellbore model development. 

  
Figure 5. Histograms of input parameters of the numerical simulation: (a) reservoir permeability, 

(b) reservoir porosity, (c) wellbore permeability, (d) wellbore length, (e) wellbore 
bottom depth, (f) wellbore radius, (g) temperature gradient, (h) salinity, and (i) 
injection rate. 
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Input parameters were sampled uniformly as intended except for wellbore bottom depth and 
wellbore radius. Filtering and additional calculation led to unproportional distribution of these two 
parameters. Wellbore bottom depth was initially sampled uniformly, and the cases where the top 
depth of the wellbore – which is calculated based on wellbore bottom depth and wellbore length 
– was shallower than 800 m were removed. For wellbore radius, porosity of the cells for 
wellbore, not the radius, was sampled for easier implementation in the numerical simulation, 
and the effective wellbore radius, rw, was calculated as 

𝑟𝑟𝑤𝑤 = �(0.075)2𝜙𝜙
𝜋𝜋

 
(12) 

where 𝜙𝜙 is porosity and 0.075 m is the dimension size of the square-shaped cells of the 
wellbore. This conversion caused the imbalance as shown in Figure 5f.  

The purpose of this study is to expand the applicable ranges of the previous model (Baek et al. 
2023) to include a shallower wellbore top depth for improved applicability for shallow 
underground sources of drinking water. As seen as in Figure 6, while Baek et al. (2023) did not 
include the wellbore top depth shallower than 1,000 m (Figure 6b), the present study (Figure 6a) 
includes data between 25 and 1,000 m. Wellbore top depth was not sampled but was calculated 
using wellbore bottom depth and wellbore length. More frequent simulation failures were 
observed as the top depth is shallower, and this is probably because of increased non-linearity 
due to the phase changes of CO2.  

 
Figure 6. Comparison of the histogram of wellbore top depth: (a) present study and (b) Baek et 

al. (2023). 

3.2 Model Validation and Quality Assurance 

A total of seven deep learning models were developed in this study: two classification models 
for CO2 and brine and five regression models for CO2 leakage, CO2 saturation, brine large 
leakage, brine small leakage, and brine negative leakage. This session discusses how the 
models were validated for quality assurance.  

The CO2 leakage classification model predicts whether there is leakage at the top of the 
wellbore, which is binary classification − true or false − using binary cross-entropy as a loss 
metric [Eq. (6)]. Ten percent of the data set, so-called testing data, was not included during 
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model training and instead was used for validation. Table 2 summarizes the model performance 
with precision [Eq. (9)], recall [Eq. (10)] and F1 score [Eq. (11)]. For no leakage and leakage 
cases, the numbers of the data set used were 11,834 and 8,122, respectively, and overall the 
performance is good.  

Table 2. Testing results of CO2 leakage classification model. 

Target Precision Recall F1 score Data size 
No leakage 0.99 0.99 0.99 11,834 

Leakage 0.99 0.99 0.99 8,122 

The brine leakage classification model predicts three classes: negative leakage, small leakage, 
and large leakage at the top of the wellbore, which is multi-classification using categorical cross 
entropy [Eq. (8)] as a loss metric. Precision [Eq. (9)], recall [Eq. (10)], and F1 score [Eq. (11)] 
are summarized in Table 3, which shows that overall model performance is good.  

Table 3. Testing results of brine leakage classification model. 

Target Precision Recall F1-score Data size 
Negative leakage rate 0.93 0.93 0.93 1,241 

Small leakage rate 0.99 0.96 0.98 6,058 
Large leakage rate 0.97 0.99 0.98 12,657 

For leakage rate regression models, MSEs [Eq. (8)] for training, validation, and testing are 
provided in Table 4. The MSEs for training and validation are at the 150th epoch. Negative brine 
leakage rate was multiplied by -1 to calculate and show it in the same format as the others. 
Testing results from the unused data set for modeling training show small MSEs comparable 
with those of training and validation.  

Table 4. Mean squared error (MSE) of leakage rate regression models. 

Data Set CO2 Brine 
 

Unit 
Leakage(a) 

(log10(kg/s))0.5 
Negative(b) 

(log10(-kg/s))0.5 
Small(c) 

(log10(kg/s))0.5 
Large(d) 

(log10(kg/s))0.5 
Training 1.3216e-04 2.9932e-04 3.3945e-04 5.4337e-04 

Validation 2.0539e-04 6.5208e-04 9.8773e-04 7.1911e-04 
Testing 1.9513e-04 6.8580e-04 6.1010e-04 6.9066e-04 

(a) The values of data for training, validation, and testing are 56,282, 16,078, and 8,041, respectively.  
(b) The values of data for training, validation, and testing are 8,829, 2,521, and 1,262, respectively.  
(c) The values of data for training, validation, and testing are 42,603, 12,172, and 6,087, respectively.  
(d) The values of data for training, validation, and testing are 88,257, 25,212, and 12,608, respectively.  

For saturation regression model, Table 5 shows MSEs [Eq. (8)] for training, validation, and 
testing. MSEs at the 150th epoch are shown for training and validation. MSE results for the 
testing data are small and are comparable with those of training and validation.  



PNNL-34107 

Results and Discussion 12 
 

Table 5. Mean squared error (MSE) of saturation regression model. 

Data Set CO2 saturation(a) 
Training 0.0012 

Validation 0.0013 
Testing 0.0013 

(a) The values of data for training, validation, and testing are 
56,282, 16,078 and 8,041, respectively. 

To understand the robustness of the models, the learning curves were recorded during model 
training and are shown for all models in Figure 7. Loss metrics for binary classification, multi 
classification, and regression are binary cross-entropy [Eq. (6)], categorical cross-entropy and 
MSE [Eq. (7)], respectively. Figure 7 shows that models are neither over-fitted nor under-fitted. 

In Figure 8, the regression performance of the new wellbore leakage model and the analytical 
MSW for CO2 leakage were compared using testing data and a unit plot. Non-leakage data was 
not included in the comparison. The dot indicates the leakage flow rate data at each time from 
various time series data, which were generated from simulations with different realizations.  

Figure 8 allows quick visual inspection of how well the regression models predict. When the 
dots are well-aligned along the diagonal line, the model performance is better. The new deep 
learning models show good performance in the left column of Figure 8, and comparison to the 
results of the analytical MSW on the right column in Figure 8 clearly shows how much the 
prediction accuracy was improved in the new model. On the other hand, the prediction by the 
analytical MSW is poorer with brine leakage rate, and it turns out that it does not have a 
capability to predict the negative leakage rate (Figure 8d). So, the absolute errors between the 
true values from the numerical simulation data and the predicted values from the analytical 
MSW are displayed using a histogram instead of the unit plot. 
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Figure 7. Learning curves of the developed models: (a) CO2 classification, (b) CO2 regression, 

(c) brine classification, (d) brine large leakage rate regression, (e) brine small leakage 
rate regression, (f) brine negative leakage rate regression, and (g) saturation 
regression. 
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Figure 8. Error comparison of regression models: left column – present study, right column – 

analytical MSW  (Baek et al. 2021). (a, b) CO2, (c, d) brine large leakage, (e, f) brine 
small leakage, (g) brine negative leakage, and (h) histogram of absolute errors for 
brine negative leakage. 
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Figure 9. Comparison between model in NRAP-Open-IAM (red) and the standalone model 

(blue). Numerical modeling result (i.e., true data) is also given in yellow. 

The developed wellbore model is implemented into the existing MSW model in NRAP-Open-
IAM. The new model calculates the leakage rates of CO2 and brine from the storage reservoir to 
the aquifer immediately above the reservoir along the leaky well path and CO2 saturation at the 
bottom of the aquifer immediately above the reservoir, while other parts use the existing 
approach of the analytical MSW model (Baek et al. 2021). Deep learning models for the other 
parts will be developed in future. NRAP-Open-IAM provides the option to use either the 
analytical approach only, as in Baek et al. (2021), or a hybrid approach integrating both the 
deep learning model and analytical approach.  

Figure 9 compares the CO2 leakage rate calculation by both the wellbore model implemented 
into NRAP-Open-IAM and a standalone model (i.e.,DL Model in figure), which was developed 
separately before implementing into NRAP-Open-IAM. The true value calculated by the 
numerical simulation (yellow line in Figure 9) is also provided. The NRAP-Open-IAM model uses 
dynamic pressure, CO2 saturation, and salinity from the separate numerical reservoir model. For 
fluid property calculation, separate machine learning models were developed for both CO2 and 
brine, which predict density and viscosity as a function of pressure and temperature for CO2 and 
pressure, temperature, and salinity for brine, respectively (Appendix B). The comparison in 
Figure 9 confirms that computational implementation is done correctly. The detailed dynamic 
and static input data is included in Appendix C. 
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4.0 Conclusion 
This report presents the improvement of an MSW ROM in NRAP-Open-IAM (Baek et al. 2021). 
A deep learning model was created to predict the leakage rates of CO2 and brine, and CO2 
saturation, at the top well for a bottom caprock segment using a large synthetic data set of 
STOMP multiphase flow simulations. The new model expands the applicable range of the top 
depth of the wellbore or bottom depths of the overlying aquifer from 1,000 m to 25 m, improving 
on the work by Baek et al. (2023).  

The wellbore ROM was effective in capturing the underlying complexity in multiphase flows 
along leaky paths for a wide range of geological conditions, well attributes, and operation 
conditions. The developed model demonstrated good predictive performance and significant 
improvement over the analytical MSW ROM (Baek et al. 2021). The new model has been 
correctly implemented into NRAP-Open-IAM for a bottom caprock segment and can be useful 
for practical risk assessment in GCS operations when coupled with other component models.  

The results suggest that the new model could be used to simulate leakage through more 
complex leaky paths with multiple intervals and different leak levels by linking multiple segments 
of the model. This approach would allow for the simulation of more realistic wellbore leakage 
risks with greater flexibility in system design. This work represents the first step toward 
developing the individual segment model.  
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Appendix A – STOMP Input File for a Benchmark Problem 

Table A.1. Reference for parameter ranges of GCS systems. 

Parameters References 

Wellbore permeability (Birkholzer and Zhou 2009; Celia et al. 2011; Doughty 2010; Nguyen et al. 
2017; William Carey et al. 2010; Yonkofski et al. 2019; Zhang et al. 2018) 

Temperature gradient (Doughty 2010; Yonkofski et al. 2019) 
Wellbore length (Celia et al. 2011; Doughty 2010; Onishi et al. 2019; Yonkofski et al. 2019) 
Wellbore bottom depth (Kang and Jackson 2016; USGS 2013) 
Brine salinity (Jordan and Doughty 2009; Kang and Jackson 2016) 
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Appendix B – Machine Learning Model for Fluid Properties  
Random forest regression models were developed with 359,191 data points for CO2 and 8,999 
data points for brine. The data for CO2 were collected from numerical reservoir simulations ran 
for this study while the data for brine was generated using (Meyer et al. 1993). Figure B.1 shows 
the unit plots for the testing data sets (39,911 data points for CO2 and 1,000 for brine), and the 
regression model are accurate. Table B.1 and Table B.2 include input parameter ranges for the 
models. There models are also implemented into MSW of NRAP-Open-IAM.  

 
Figure B.1. Validation of the machine learning models for fluid properties: (a) CO2 density, 

(b) CO2 viscosity, (c) brine density, (d) brine viscosity. 

Table B.1. Applicable ranges of the CO2 fluid model. 

Parameter Unit Min Max 
Temperature ◦C 15.9 163.5 

Pressure MPa 0.488 79.309 

Table B.2. Applicable ranges of the brine fluid model. 

Parameter Unit Min Max 
Temperature ◦C 15.9 234.3 

Pressure MPa 0.662 123.362 
Salinity kg/kg 0.0 0.010 
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Appendix C – Detailed Input Information for NRAP-Open-IAM 
Implementation  

 
Figure C.1. Dynamic input data at the bottom of the leaky well for NRAP-Open-IAM: 

(a) pressure, (b) CO2 saturation, and (c) salinity. 

Table C.1. Static input parameters for NRAP-Open-IAM. 

NRAP-Open-IAM input parameter Units Values 
numberOfShaleLayers - 3 
logWell1Perm log10 (m2) -13.728 
logWell2Perm log10 (m2) -100.0 
logWell3Perm log10 (m2) -100.0 
logAqu1Perm log10 (m2) -100.0 
logAqu2Perm log10 (m2) -100.0 
shale1Thickness m 80.3 
shale2Thickness m 30.0 
shale3Thickness m 1539.9 
aquifer1Thickness m 30.0 
aquifer2Thickness m 30.0 
brineResSatAquifer1 - 0.0 
wellRadius m 0.03412 
tempGrad C◦/km 24.164 
*Default values were used for not given input parameters here. 
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