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Executive Summary

Although recent estimates (MILKOV et al., 2003) put the global accumulations of natural gas hydrate at 3,000 to 5,000 trillion cubic meters (TCM), compared against 440 TCM estimated (COLLETT, 2004) for conventional natural gas accumulations, how much gas could be produced from these vast natural gas hydrate deposits remains speculative. What is needed to convert these gas-hydrate accumulations to recoverable reserves are technological innovations, sparked through sustained scientific research and development. As with other unconventional energy resources, the challenge is to first understand the resource, its coupled thermodynamic and transport properties, and then address production challenges.

Carbon dioxide sequestration coupled with hydrocarbon resource recovery is often economically attractive. Use of CO₂ for enhanced recovery of oil, conventional natural gas, and coal-bed methane are in various stages of common practice. In this report, we discuss a new technique utilizing CO₂ for enhanced recovery of natural gas hydrate. We have focused our attention on the Alaska North Slope where approximately 640 Tcf of natural gas reserves in the form of gas hydrate have been identified. Alaska is also unique in that potential future CO₂ sources are nearby, and petroleum infrastructure exists or is being planned that could bring the produced gas to market or for use locally.

The EGHR (Enhanced Gas Hydrate Recovery) concept discussed in this report takes advantage of the physical and thermodynamic properties of mixtures in the H₂O-CO₂ system combined with controlled multiphase flow, heat, and mass transport processes in hydrate-bearing porous media. A chemical-free method is used to deliver a LₐCO₂-Lₐw microemulsion into the gas hydrate bearing porous medium. The microemulsion is injected at a temperature higher than the stability point of methane hydrate, which upon contacting the methane hydrate decomposes its crystalline lattice and releases the enclathrated gas. Conversion of the microemulsion to CO₂ hydrate occurs over time as controlled by heat transfer, diffusion, and the intrinsic kinetics of CO₂ hydrate formation. Sensible heat of the emulsion and heat of formation of the CO₂ hydrate provide a low grade heat source for further dissociation of methane hydrate away from the injectate plume. Process control is afforded by variation in the temperature of the emulsion, ratio of CO₂ and water, and droplet size of the discrete CO₂ phase. Small scale column experiments show injection of the emulsion into a methane hydrate rich sand results in the release of CH₄ gas and the formation of CO₂ hydrate. The experimental results were verified with computer modeling using the STOMP-HYD simulator, which showed over 3X enhancement in production rate using the EGHR technique when compared with warm water injection alone.

The gas exchange technology (including EHGR) releases methane by replacing it with a more thermodynamic molecule (e.g., carbon dioxide). This technology has four advantageous: 1) it sequesters a greenhouse gas (CO₂), 2) it releases energy via an exothermic reaction, and 3) it retains the mechanical stability of the hydrate reservoir, and 4) produced water can be used to form the emulsion and recycled into the reservoir thus eliminating a disposal problem in arctic settings.
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NOMENCLATURE

\( D_h \)  phase hydraulic dispersion coefficient, m\(^2\)/s
\( D_i^\gamma \)  diffusion coefficient of component \( i \) in phase \( \gamma \), m\(^2\)/s
\( g \)  acceleration of gravity, m/s\(^2\)
\( h_i^\gamma \), \( h_i \)  gas of component \( i \), phase enthalpy, J/kg
\( J_i^\gamma \)  diffusive flux of component \( i \) in phase \( \gamma \), kg/m\(^2\) s
\( k \)  intrinsic permeability, m\(^2\)
\( k_e \)  equivalent thermal conductivity, W/m K
\( k_{r\gamma} \)  phase relative permeability
\( L_w \)  liquid water
\( L_{\text{CO}_2} \)  liquid CO\(_2\)
\( \dot{m}_i \)  phase mass source rate, kg/s
\( M_i^\gamma \)  component, phase molecular weight, kg/kmol
\( P_g^\gamma \), \( P_h^\gamma \), \( P_i^\gamma \), \( P_o^\gamma \), \( P_r^\gamma \)  gas, hydrate, ice, aqueous, liquid-CO\(_2\), phase pressure, Pa
\( P_o^\gamma \), \( P_i^\gamma \), \( P_h^\gamma \)  CO\(_2\), CH\(_4\), H\(_2\)O vapor partial pressure
\( P_{nc} \)  liquid-CO\(_2\) critical pressure
\( P_{sat} \)  saturated CO\(_2\) vapor pressure
\( \dot{q} \)  energy source rate, W
\( r_{hi} \), \( r_{li} \)  hydrate-aqueous, ice-aqueous radius, m
\( s_g \), \( s_h \), \( s_i \), \( s_j \), \( s_o \), \( s_r \)  gas, hydrate, ice, aqueous, liquid-CO\(_2\), total-liquid saturation
\( \bar{s}_g \), \( \bar{s}_h \), \( \bar{s}_i \), \( \bar{s}_j \), \( \bar{s}_o \), \( \bar{s}_r \)  effective gas, hydrate, ice, aqueous, liquid-CO\(_2\), total-liquid saturation
\( \bar{s}_{hi} \), \( \bar{s}_{il} \)  effective hydrate-aqueous, ice-aqueous saturation
\( \bar{s}_i \), \( \bar{s}_g \)  apparent aqueous, total-liquid saturation
\( s_{tr} \)  residual aqueous saturation
\( s_\gamma \)  phase saturation
\( t \)  time, s
\( T \)  temperature, K
\( T_{eq}^e \), \( T_{fp}^e \)  ex-situ hydrate equilibrium, ice freezing point temperature, K
\( u_i \), \( u_s \), \( u_\gamma \)  aqueous, precipitated salt, phase internal energy, J/kg
\( V_\gamma \)  phase volumetric flux, m/s
\( z_g \)  gravitational unit vector
\( \beta_{gl} \), \( \beta_{gs} \)  gas-aqueous, gas-liquid CO\(_2\) scaling factor
\( \beta_{hi} \), \( \beta_{hl} \), \( \beta_{il} \)  hydrate-aqueous, ice-aqueous, liquid CO\(_2\)-aqueous scaling factor
\( \theta_{gs} \), \( \theta_{nl} \)  gas-liquid CO\(_2\), liquid CO\(_2\)-aqueous contact angle, radian
\( \mu, \) phase viscosity, Pa s

\( \zeta^i \) total salt aqueous mass fraction

\( \rho_l, \rho_s, \rho_r \) aqueous, precipitated-salt, phase density, kg/m\(^3\)

\( \sigma^{\text{ref}} \) reference interfacial tension, dynes/cm

\( \sigma_{gl}, \sigma_{gs} \) gas-aqueous, gas-liquid CO\(_2\) interfacial tension, dynes/cm

\( \sigma_{hl}, \sigma_{il}, \sigma_{nl} \) hydrate-aque., ice-aqueous, liquid CO\(_2\)-aqueous interfacial tension, dynes/cm

\( \tau_{\gamma} \) phase tortuosity factor

\( \phi_{D}, \phi_{r} \) diffusive, total porosity

\( \chi^i_{\gamma} \) mole fraction of component \( i \) in phase \( \gamma \)

\( \psi \) entry pressure, Pa

\( \omega^i_{\gamma} \) mass fraction of component \( i \) in phase \( \gamma \)
1.0 INTRODUCTION

1.1 GAS HYDRATE OCCURRENCE

Clathrate hydrates are solid crystalline “inclusion” compounds, which form when water (the host) is contacted with small hydrophobic molecules (the guest) such as methane, ethane, H₂S, and CO₂ (ENGLEZOS, 1993; SLOAN, 1998) under certain pressure and temperature conditions. When the guest molecule is a constituent of natural gas, clathrate hydrates are also referred to as gas hydrates (SLOAN, 1998). Solid gas hydrates occur generally in two types of geologic settings: 1) on land in permafrost regions where cold temperatures persist in shallow sediments, and 2) beneath the ocean floor at water depths greater than about 500 meters where high pressures dominate (KVENVOLDEN et al., 1993). Although estimates of the amount of in situ hydrates vary considerably, even the most conservative estimate puts the amount of gas present as gas hydrates in the earth at $10^{15}$ m³ (KVENVOLDEN, 1995). This amount far exceeds all conventional energy reserves by as much as a factor of two and could provide for the energy demands of the planet well into the next century.

In 1995, the U.S. Geological Survey (USGS) conducted a study to assess the quantity of natural gas hydrate resources in the United States and found that the estimated quantity exceeded known conventional domestic gas resources (COLLETT, 2004). Recovery of natural gas from these hydrate-bearing deposits has the potential for being economically viable (COLLETT, 2004; MORIDIS et al., 2004; CIRCOME et al., 2005), but there remain significant technical challenges in converting these natural deposits into useable reserves (COLLETT, 2004).

The occurrence of gas hydrates on the Alaska North Slope was confirmed in 1972 in the northwest part of the PBU field (Colllett; 1993, Thomas; 2001) and the North Slope now is known to contain several well-characterized gas hydrate deposits. The methane hydrate stability zone extends beneath most of the coastal plain province and has thicknesses >1000 m in the Prudhoe Bay area. Figure 1 depicts the distribution of the Eileen and Tarn gas hydrate accumulations in the area of the Prudhoe Bay, Kuparuk River, and Milne Point oil fields on the North Slope of Alaska. The estimated amount of gas within these gas hydrate accumulations is approximately 37 to 44 Tcf which is equivalent to twice the volume of conventional gas in the Prudhoe Bay field (Collett; 1993).

1.2 PRODUCTION OF METHANE FROM GAS HYDRATE RESERVOIRS

In conventional gas reservoirs, natural gas migrates to the recovery point via pressure gradients. For these reservoirs, the recovery rate is a function of the formation permeability and pressure gradients established between the reservoir and extraction well(s). Natural gas recovery
from hydrate-bearing deposits requires additional energy to dissociate the crystalline water lattice that forms the gas hydrate structure. A variety of methods have been proposed for producing natural gas from hydrate deposits: 1) thermal stimulation, where the temperature is increased above the hydrate stability region; 2) depressurization, where the pressure is decreased below the hydrate stability region; 3) chemical injection of inhibitors, where the temperature and pressure conditions for hydrate stability are shifted; and 4) CO₂ or mixed CO₂ and N₂ exchange, where CO₂ and N₂ replace CH₄ in the hydrate structure. Each of these methods is briefly reviewed in the sections that follow.

1.2.1 Thermal Stimulation

Gas hydrate production via thermal stimulation recently has been investigated experimentally (TANG et al., 2005) and numerically (TSYPKIN, 2000; MORIDIS, 2003, 2004; MORIDIS et al., 2004; POOLADI-DARVISH, 2004). Technologies for implementing thermal stimulation include hot brine injection, steam injection, cyclic steam injection, fire flooding, and electromagnetic heating. Steam injection, cyclic steam injection and fire flooding suffer from high heat losses and the by-products of fire flooding can dilute the produced natural gas. Hot brine injection involves the injection of a saline aqueous solution at an elevated temperature into a gas hydrate bearing geologic reservoir. In general, brine injection yields a heating process that is dominated by advection of sensible heat carried by the brine. The dissolved salt lowers the gas hydrate dissociation temperature. Visual experiments of the dissociation process (TOHIDI et al., 2001) in glass micro-models indicate that during the dissociation process, the hydrate becomes colloidal and migrates advectively with the injected brine. Production experiments of Tang et al. (2005) indicate that the efficiency of the hot brine injection production methodology is dependent on the inlet brine temperature, injection rate, and initial hydrate saturation; where the measure of efficiency is the energy ratio, defined as the ratio of combustion heat of the produced gas over the heat input to the brine. Tang et al. (2005) concluded that lower temperatures and injection rates yield higher recovery energy ratios, as did higher initial hydrate saturations.

The downside of higher energy ratios realized through lower inlet temperatures and injection rates, however, are the lower production rates. Energy ratios for moderate to high temperatures and injection rates are on the order of 2.0, which means 50% of the recovered energy would be used to heat the injected brine. Another class of thermal stimulation technologies involves the injection of two fluids that react exothermally when mixed, such as the acidic- and basic-liquid approach proposed by Chatterji and Griffith (1998). The reaction of these two aqueous solutions would yield a hot salt solution.

1.2.2 Depressurization

Gas hydrate production via depressurization is considered to be the most economically promising technology (COLETT, 2004). The Messoyakha field in northern Russia is a natural gas accumulation, containing both free gas and hydrate-bearing formations, which has been produced by simple depressurization. The sustained production of natural gas from this field is due to the dissociation of gas hydrate into an underlying free-gas formation, and has demonstrated that gas hydrates are immediately producible using conventional methods. However, production rates are ultimately controlled by heat transfer toward the hydrate dissociation region. Gas production using depressurization at the Mallik site was numerically simulated (MORIDIS et al., 2004) as part of a study to analyze various production methods. A geothermal gradient of 0.03 °C/m across
the hydrate-bearing formation was assumed. The simulation results for a single vertical production well show temperatures dropping in response to depressurization of the formation and hydrate dissociation. The temperature decrease, however, is reversed as deeper warmer water is drawn to the well, providing the needed energy to sustain hydrate dissociation in the depressurized system. When augmented with either steam or hot methane (CH₄) gas injection from a second well, natural gas production is superior in terms of the ratios of produced gas to water and fraction of produced hydrate CH₄.

Numerical depressurization studies for a one-dimensional radial confined reservoir with a central well were conducted using a linearization model (Ji et al., 2001). These studies and others (Hong and Pooladi-Darvish, 2005; Sun et al., 2005) represent depressurization in its most basic configuration. As expected, simulation results indicate that hydrate dissociation rates and associated gas production rates are controlled by the far-field reservoir pressure and temperature, via energy supplied by natural gas advected from the far field to the dissociation front. Laboratory experimental studies of gas hydrate production via depressurization (Liu et al., 2002; Sung et al., 2003) have been limited in number and scope. Because of the thermal self-regulation of gas hydrates, pure depressurization is a viable option for natural accumulations of gas hydrates, but may suffer from slow production rates. Sustained production using depressurization additionally requires a heat source. At the Messoyakha field, that energy source is likely heat transfer into the dissociation zone via thermal conduction and advection, which ultimately controls the production rate.

1.2.3 Inhibitor Injection

Thermodynamic inhibitors lower the hydrate formation temperature, which can result in hydrate dissociation when injected into a gas-hydrate-bearing formation (Sung et al., 2002). The most common thermodynamic organic inhibitors are methanol, monoethylene glycol (MEG) and di-ethylene glycol (DEG) commonly referred to as glycol. Dissolved salts (e.g., NaCl, CaCl₂, KCl, NaBr) can also be inhibitors. Whereas gas hydrate inhibitors are an effective methodology for preventing hydrate formation in engineering applications, their use in the production of natural gas hydrates is prohibitive from three perspectives: 1) environmental impact, 2) economic costs, and 3) thermal self regulation of gas hydrates.

1.2.4 Gas Exchange

Ohgaki et al. (1994; 1996) first advanced the concept of exchanging CO₂ with CH₄, through experiments that showed CO₂ to be preferentially clathrated over CH₄ in the hydrate phase and demonstrated the possibility of producing CH₄ gas by injecting CO₂ gas. During the exchange process, Ohgaki et al. (1996) observed that the mole fraction of CO₂ in the hydrate phase was greater than that in the gas phase. Seo et al. (2001; 2001) quantified this effect by noting that gas phase mole fractions of the hydrate formers (i.e., CH₄ and CO₂) above 40% CO₂ yielded hydrate phase mole fractions of CO₂ in the hydrate phase greater than 90%. Pure CH₄ and CO₂ form structure I (sI) type hydrates (Sloan, 1998) and their mixtures also form sI type hydrates (Lee et al., 2003). In forming mixed CH₄ and CO₂ hydrates, the CH₄ molecules occupy both the large and small cages of type sI hydrates, whereas the CO₂ molecules only occupy the large cages. Without hydrate dissociation, there is an upper limit to the substitution of CO₂ for CH₄ in hydrates. Lee et al. (2003) estimated that approximately 64% of the CH₄ could be released via exchange with CO₂. In addition to equilibrium considerations, the heat of CO₂ hydrate formation
(-57.9 kJ/mol) is greater than the heat of dissociation of CH₄ hydrate (54.5 kJ/mol), which is favorable for the natural exchange of CO₂ with CH₄ hydrate, because the exchange process is exothermic (SMITH et al., 2001). Although there are a considerable number of open literature publications on the CO₂-CH₄ gas exchange concept, U.S. patent applications with very similar ideas have recently been filed.⁴ ⁵

Neither Ohgaki et al. (1996) or Nakano et al. (1998) addressed the important issue of the kinetics of the gas exchange reaction. The first attempt to do so was performed by Uchida et al. (2001). Using a Raman spectroscopic method, they confirmed the swapping reaction at the hydrate-gas interface. Although the authors did not directly address the issue in their paper, their results suggested that the exchange mechanism was slow with induction times requiring several days. They did not address the more difficult question of the rate of CO₂ gas penetration further into bulk hydrate, beyond the first few hundred nanometers at the interface.

Multiphase exchange of CO₂ for CH₄ was proposed by Hirohama et al. (1996). Essentially, the method is identical to that proposed by Ohgaki et al. (1996) except extending to higher pressures such that CO₂ was in the liquid state instead of gaseous. The authors reported slow conversion kinetics with liquid CO₂ and in fact had much more rapid CH₄ recovery using gaseous N₂ instead. For liquid CO₂ injection, thermodynamic conditions can either favor CO₂ or CH₄ cage occupation. This transition occurs where the pure CO₂ and CH₄ temperature-versus-pressure equilibrium functions cross with increasing pressure above the gas-liquid CO₂ phase boundary.

Hydrate formation in geologic media that have a distribution of pore sizes will begin in the largest pore spaces and then continue into smaller pore spaces until the in-situ equilibrium condition is reached for a particular pore radius (CLENNELL et al., 1999). In addition to the equilibrium condition, porous media may affect other thermodynamic properties of hydrates. For example, in Goel’s (2006) review of CH₄ production with CO₂ sequestration, a number of contrasting observations were revealed concerning the in-situ enthalpy of dissociation of CO₂ and CH₄ hydrates. Some research indicated that there was an increase in the heat of dissociation between in-situ and ex-situ conditions; whereas, other research indicated the opposite. Another example is the value of the lower quadruple point (ice-water-hydrate-gas) temperature and pressure for CH₄ and CO₂, and the upper quadruple point (water-hydrate-gas-liquid CO₂) for CO₂ hydrate between in-situ and ex-situ conditions; where, the in-situ conditions were determined for a porous media of limited pore-size distribution. In geologic media that have distribution of pore sizes, hydrates would form and dissociate over a range of temperatures and pressures according to the distribution of pore radii and accounting for the impact of salts in the residual pore water (McGRAIL et al., 2007). The critical conclusion from Goel’s (2006) review with respect to hy-

drates in porous media is that to understand the gas exchange technology there is a need for quantitative estimates of formation and dissociation processes in geologic media core samples.

In the following section, we describe a set of laboratory experiments that were performed leading to a new approach for execution of the CO$_2$-CH$_4$ exchange process in gas hydrate reservoirs that we call the Enhanced Gas Hydrate Recovery (EGHR) process.
2.0 EXPERIMENTAL

A series of laboratory experiments designed to investigate the feasibility of releasing CH₄ from natural gas hydrates by injecting a CO₂ rich fluid into a gas hydrate rich sediment is described below. Different forms of CO₂ (vapor, aqueous dissolved, and L⁰CO₂-L₇W) were tested and evaluated.

2.1 GAS PHASE EXCHANGE EXPERIMENTS

Although swapping CO₂(g) for CH₄(g) in bulk CH₄ hydrates is thermodynamically favorable, important factors such as kinetics of the reaction had not been fully investigated. Experiments were designed to measure the rate of CO₂ replacement in bulk CH₄ hydrate using a high pressure cell equipped with quartz viewing windows. Raman spectroscopy was used to monitor the CO₂(g) penetration rate as a function of time at the solid-gas interface and into the bulk gas hydrate. No porous medium was used in these experiments.

Measurements for the rate of CO₂ replacement were determined by swapping out the headspace gas in a chilled, high-pressure cell containing bulk CH₄ hydrate and collecting Raman spectra at discrete time intervals and depth. Production of bulk CH₄ hydrate was achieved simply by pressurizing a measured amount of water in the Paar cell up to 1400 psig with methane and chilling in a freezer while a magnetic stir bar vigorously agitated the water. The identifying peak wavelengths for CO₂ hydrate were used to determine the mass transfer of CO₂(g) into the bulk CH₄ hydrate. Depth of penetration verses time was determined by establishing peak intensity to baseline noise criteria.

A number of experiments were conducted at different temperatures under constant pressure (500 psig). An example of measured CO₂ penetration rates into bulk CH₄ hydrate at three different temperatures (0°C, 2.5°C, 4.5°C) is shown in Figure 2. As the temperature of the cell increases, the exchange rate of CO₂ for CH₄ in the bulk CH₄ hydrate increases. The maximum rate of penetration was 9 mm after 6 hours at 4.5°C. For this particular experiment, a duplicate run was conducted for 2.5°C and appeared to produce similar results (Figure 2). The calculated rate of CO₂ exchange is approximately 0.25 mm/h at 0°C. Increasing the temperature to 4.5°C increases the CO₂ rate of exchange to approximately 1.3 mm/h.

The gas exchange rate data show that penetration of CO₂ into bulk methane hydrate is a slow process and would be ineffective as a production method unless a means was employed to mix the CO₂ into the zone where the methane gas hydrates were present. Because of the low intrinsic permeability of gas hydrate bearing porous media, achieving such intimate mixing appears to be difficult without implementing some means to either stimulate the formation or induce bulk methane gas hydrate dissociation. As such, the
author’s conclude that a strictly gas exchange method does not appear to be practical for gas hydrate production in the absence of other stimulation methods.

2.2 SINGLE-PHASE INJECTION EXPERIMENTS

The next set of experiments consisted of injecting a CO₂ rich fluid into a gas-hydrate bearing sand column. Extensive laboratory experimentation utilizing custom designed and fabricated equipment was used throughout this phase of the project.

All experiments were conducted in custom high-pressure columns constructed from a rigid polyurethane resin HYDEX® 301 (Dow Chemical Company). The five inch long, 37-ml volume columns consisted of one input port in the bottom and one outflow port in the top. Approximately 35g of 20/30 mesh Accusand (Unimin Corporation, Le Sueur, Minnesota) was used to fill the column before each experiment. A small piece of Spectra Mesh fluorocarbon filter was attached to the top inside area of the column to prevent sand from migrating out of the column. Pressurized water was supplied through ISCO syringe pumps. Column temperature was controlled by 3.05 m of 0.30 cm (outer diameter) copper tubing coiled around the cylinder portion of the column and connected to a Thermo Neslab (model RTE7) Digital One circulating water bath. For added temperature stability, a thermal blanket was placed on top and around the HYDEX® 301 column and copper tubing coil. Internal column temperature was monitored by two type T-thermocouples positioned in opposite ends of the column and connected to an Omega HH509R digital meter.

Gas volume measurements were conducted with a “J” tube type manometer assembly. After completion of the experiment, the HYDEX® 301 column was connected to a series of three calibrated tubes, with the last two tubes containing H₂O. As the CO₂-saturated H₂O exited the HYDEX® 301 column, the H₂O was trapped in the first tube (later weighed) and the evolved CO₂ gas displaced H₂O from the second column into a third column. The displaced volume was used to calculate the amount of CO₂ present in the HYDEX® 301 column. The mass of water evolved during column depressurization was added to the residual mass of water in the column, which was determined by subtracting the known initial dry weight of the column.

Single-phase injections (CO₂-saturated water) occurred in the experimental setup shown in Figure 3. At first, the Parr high-pressure reactor containing water was pressurized with CO₂ to 1040 psi, chilled to 15°C, and allowed to equilibrate over night. A line attaching the HYDEX® 301 column (sand packed) to a dip tube in the Parr reactor delivered CO₂ saturated water into the column.

![Figure 3](image-url)
As shown in Figure 4, following the injection of CO₂-saturated water, the column temperature steadily declines toward the water bath temperature of 2°C. Pressure on the column was maintained at 1040 psi. After 30 minutes, a significant thermal spike occurred, indicating the formation of CO₂ hydrate. This example, a temperature increase of 4°C above baseline, is typical of results obtained during these single-phase injection experiments.

For this particular experiment, the total amount of CO₂ and water in the HYDEX® 301 column was determined to be 0.53g and 6.8g respectively, giving a hydration number of 30. The ideal hydration number for sl gas hydrate is 5.75 mol-H₂O per mol gas. However, complete filling of the gas hydrate cages is never achieved in practice and natural gas hydrates typically have hydration numbers of approximately 6 to 6.5. The very high measured ratio of 30 reflects the fact that CO₂-saturated water contains insufficient total CO₂ to achieve complete conversion of the available water to gas hydrate. However, the experiment did prove the feasibility of injecting CO₂ rich fluid into a porous sand, dissociating the methane hydrate in the process. To obtain higher CO₂ hydrate saturations and thus improve process efficiency, a means to increase the amount of CO₂ available for conversion to gas hydrate is required. Our approach to achieving that objective is provided in the next section.

2.3 LCO₂-LW EMULSION INJECTION EXPERIMENTS

Figure 5 shows the change in fluid density of CO₂ and water at 15°C as pressure increases. At sufficiently high pressure, CO₂ becomes a liquid and the density difference between water and liquid CO₂ is reduced to just a few percent. In contrast, the equilibrium pressure to form CO₂ hydrate at 15°C is approximately 43 MPa (6200 psia). Consequently mixtures of liquid CO₂ and water can be formed at 15°C to very high pressures and remain well outside the stability region where a CO₂ hydrate can form. Exploiting these unique physical properties of the CO₂-H₂O system is the fundamental idea behind our Enhanced Gas Hydrate Recovery method. Our concept is to utilize the small density contrast between liquid CO₂ and water to form a transiently stable microemulsion that could be injected into a porous medium containing gas hydrate. The emulsion can be formed with the proper ratio of CO₂ and water to ensure...
optimum conversion of the water to gas hydrate upon cooling into the stability region. The idea of injecting emulsions into porous media is not new; emulsions are used in a variety of subsurface applications including bioremediation, surfactant-enhanced remediation, and enhanced oil-recovery (YAN et al., 2006; CORTIS and GHEZZEHEI, 2007). However, we are unaware of any prior attempt to use high pressure liquid CO2-H2O emulsions to produce gas hydrates.

Our first attempt at injecting a two phase mixture of LCO2 and Lw was accomplished using the experimental setup shown in Figure 6. The high pressure Parr reactor containing 750 ml of deionized water was pressurized to 1000 psig with CO2 and chilled to 15°C while being vigorously stirred. The HYDEX® 301 column packed with moist sand was pressurized with CH4 to 1000 psig and chilled to -2.5°C, forming CH4 hydrate rich sand. After overnight equilibration, the HYDEX® 301 column was connected to a 0.30 cm (outside diameter) stainless steel dip tube inserted into the Parr reactor with approximately 10.16 cm of tubing. The outflow (top) of the HYDEX® 301 column remained connected to an ISCO pump.

The LCO2-Lw emulsion shown in Figure 7 was delivered to the inlet of the HYDEX® 301 column by extraction through the dip tube. Pressure on the HYDEX® 301 was maintained at 980 psig (ISCO pump), which was 20 psi lower than the Parr reactor. Upon opening the sampling valve on the Parr reactor, the LCO2-Lw emulsion flowed at a maximum rate of 75 mL/min from the Parr reactor through the HYDEX® 301 column and through the back-pressure valve into an ISCO pump. Approximately 75 ml of emulsion was pumped through the sand before the outflow valve on the HYDEX® 301 column was closed. Pressure of 1000 psig was maintained on the HYDEX® 301 column by maintaining pressure in the Parr reactor with the ISCO pump.

**Figure 6.** Schematic showing injection path of LCO2-Lw into a CH4 rich hydrate sand packed HYDEX® 301 column.

**Figure 7.** View through quartz window into magnetically stirred pressure cell containing liquid CO2 and water at 15°C and 1000 psig.
Temperature changes occurring inside the HYDEX® 301 column after injection of emulsion were recorded for approximately four hours. Figure 8 shows the difference in temperature between the top and bottom of the HYDEX® 301 column over a period of 250 minutes. The cooling profiles show significant deviations from the expected parabolic cooling profile indicating hydrate formation within the column. The total amount of CO₂ and water in the sand was measured to be 2.72 g CO₂ and 6.80 g-H₂O for a hydration number of 6.1. Hence, the injection method produced an almost ideal stoichiometric quantity of CO₂ and water for conversion to hydrate.

We also performed an experiment injecting a three phase fluid containing Lw-LCO₂-H. For this series experiment, the objective was to examine impacts of having preformed CO₂-hydrate nuclei present in the injectate on the rate of CO₂-hydrate formation post-injection. Consequently, CO₂-hydrate was grown in the stirred Parr pressure vessel the day before injection and hydrate formation was confirmed using scanning laser Raman analysis. Utilizing the same experimental setup as described in Figure 6, a series of CO₂ hydrate injections was conducted.

Initially a known amount of distilled water was injected into the HYDEX® 301 column near the inlet thermocouple port to bring the volumetric water content in the cell such that 70% of the pore space was occupied with water. Weight measurements were recorded to accurately know the water content of the column. Methane gas was then injected into the column bringing the pressure of the cell up to 700 psig. The HYDEX® 301 column was then placed into a cooling bath held at room temperature and allowed to equilibrate for 2 hours. After this time, the cooling bath was set to -10°C and temperature recordings were made every 15 seconds. This temperature was maintained overnight to allow maximum equilibration for the methane-water/ice system. After a 20 hour time period elapsed, the cooling bath temperature was raised to -2.5°C and stabilized for 2 hours. Methane was then allowed to flow through the column and the resulting pressure differential was recorded. When gas flow between the outlets was induced, pressure drop across the column increased significantly because of the reduction in porosity upon hydrate formation. The system was allowed to flow until a constant pressure differential was maintained. After this process, flow was stopped and the column pressure was raised to roughly 600 psig.

Just prior to injection, the Parr reactor containing CO₂ hydrate was removed from the freezer and allowed to warm under ambient conditions. Mechanical stirring was started so as the solid hydrate mass broke up, CO₂ hydrate particulates formed that could enter the pore space. Once the aqueous phase was highly turbid with these nucleated CO₂-hydrate particles (occurred at a temperature of 4°C), injection of a known amount of liquid was carried out through 0.63 cm tubing. The tubing connected the Paar reactor directly to the column containing methane hydrate. Water bath temperature where the column was immersed was maintained at -2.5°C. The volume
of tubing was also measured and used in the calculation for the total amount of injectant added to the column.

Shortly after injection of the turbid fluid, the column temperature in the cooling bath spiked to 8°C. This large heat gain could only occur from the heat released from formation of CO₂-hydrate. Gas samples were also obtained from the outlet port of the column and analyzed by gas chromatography. Gas chromatography was used to analyze a sample taken 30 minutes after injection. Peak area analysis reveals no CO₂ vapor contained in the extracted gas phase, only methane. Hence, this experiment provides conclusive proof that multiphase CO₂ injection can be performed successfully in CH₄ hydrate bearing sediments, the free methane gas can be recovered, and the injected CO₂ retained as a gas hydrate in the sediment. However, we elected not to pursue this method further because the technique would be very difficult to implement in a field setting and injection of particulates was considered likely to lead to pore plugging.

2.4 CONTINUOUS MICROEMULSION INJECTION EXPERIMENTS

The injection experiments discussed in Section 2.3 were far from optimal in that use of pressure vessel inherently limits the volume of the two phase mixture that can be delivered and as is apparent from Figure 7, the droplet size of the liquid CO₂ spans a considerable range, much of which is far too large to pass through pore throats in typical sandy sediments. Consequently, a device was developed to supply a continuous stream of liquid CO₂ droplets suspended in water that is formed immediately before injection into a porous medium.

2.4.1 Microemulsion injector

Requirements for a microemulsion injector included combining liquid CO₂ and H₂O to form an emulsion without using chemicals or additives. Multiple injector designs were tested. Initially the injector was placed up into the column, but sealing problems proved difficult to overcome. Mature designs positioned the injector inside the base of the pressure cells, eliminating o-rings and potential fluid leakage. The resulting product, shown in Figure 9, was fabricated from 304 stainless steel. The base measures 7.62 cm x 5.08 cm x 2.54 cm and has an inlet for CO₂, H₂O, and an outlet for the L-CO₂-L_w microemulsion. The bypass positioned on the side of the injector (Figure 9) is used to direct the emulsion away from the column, which is used in the initial stages of the injection experiments. Details on the internal configuration of the injector used to form micrometer size droplets of liquid CO₂ are not disclosed in this report due to intellectual property considerations.

Figure 9. Schematic of microemulsion injector
Testing of the microemulsion injector was conducted through a number of experiments by changing the ratio of H₂O to CO₂ as well as both the CO₂ and H₂O injection rates. Each time, the microemulsion formed as expected. Figure 10 shows an example of the resulting microemulsion jets exiting the injector that were captured with high speed photography. The digital video images were captured by a Photron 1280 PCI high-speed digital camera equipped with a 105-mm lens. In all testing conducted, the camera was operated at 500 frame-per-second with a resolution of 1,280 by 1,024 pixels or at 1,000 frame-per-second with a resolution 1,280 by 512 pixels. The microemulsion is formed inside the injector before exiting the microemulsion outlet (Figure 10). At 500 fps, the individual discrete particles of CO₂ were too small to distinguish. Additional images were collected at 1000 fps, which also showed no discernible detail of the emulsion structure. The large L_CO₂ droplets apparent in Figure 10 result from droplet coalescence and collisions in the pressure cell long after exiting the injector.

2.4.2 Microemulsion Injection Experiments

Originally, L_CO₂-L_w microemulsion experiments were conducted in pressure cells constructed of HYDEX® 301, which had been commercially polished to appear transparent. Cell temperature was controlled by a Plexiglas shroud wrapped around the cell through which chilled fluid (antifreeze) was distributed by a bench top chiller. This experimental cell worked well for observing the formation of gas hydrates in porous sand. The material is robust and capable of withstanding multiple assemblies and unexpected pressure spikes without creating safety concerns. Additionally, the material is cost effective and has a long history of use as construction material for pressure cells. However, there were some disadvantages associated with using this type of resin. Characterization and confirmation of the formation of hydrates in a porous media were limited to thermal signatures, with no direct verification of the presence of gas hydrate via optical spectroscopic methods. The polished surface of the cell also reacted with CO₂ and turned cloudy. Therefore, an alternate type of reactor material was required.
A thin walled high-pressure sapphire tube rated for 1300 psig was procured and integrated into the current cell design (Figure 11). The sapphire tube, measuring 15.24 cm long and 1.11 cm in diameter, allowed ex situ characterization by Raman spectroscopy of interstitial pore fluids and gas hydrates formed in porous media such as sand. As can be seen in Figure 12, the pressure cell is equipped with the microemulsion injector and a multi-channel thermocouple capable of monitoring internal cell temperature at six different locations. The cell temperature was controlled either by submersing in a water bath or by wrapping a coil of copper tubing around the cell and using chilled fluids as a heat transfer source. Preliminary experiments indicated problems with moisture condensation on the outside of the cell while collecting Raman spectra, which caused undesirable specular reflections. Also during these experiments, it was found that some startup time with the high pressure pumps was required before a consistent microemulsion could be generated for injection.

The base of the pressure cell was modified to include a small port for pre-injection fluids to bypass the column (Figure 12). At the start of the injection, H₂O flow is required to reach a desired level before liquid CO₂ is introduced to create the emulsion. Directing this fluid out the bypass rather than through the porous media and out the top of the column is necessary to achieve optimal ratios of water and CO₂ in the column. Once the desired flow for both H₂O and liquid CO₂ are sufficient to generate the Lₐ-CO₂-Lₘ microemulsion, the bypass is closed and the emulsion is directed up through the CH₄ hydrate rich sand. Additionally, a vortex tube was incorporated into the cell design to control the cell temperature. This device uses ordinary compressed air to generate a stream of cooled air to -46°C. The stream of air is directed into a Plexiglas shroud surrounding the sapphire cell (Figure 12). This technique was very effective in cooling the column and eliminated interference with moisture condensation. Preliminary tests were conducted without sand in the column allowing for a visual confirmation that the injector produced a microemulsion at appropriate pressures and flow rates.
Methane hydrate rich sand was produced by packing the sapphire cell with 20/30 mesh Accusand, vacuum saturating with water to 80% pore volume, and then thermally cooling to 2°C. Following pressurization with CH₄ gas to 1300 psig, CH₄ hydrate formed spontaneously and the crystal formation could easily be observed visually. Generally, CH₄ gas hydrate initially appeared as a small white spot in the porous sand and then rapidly grew in all directions until complete coverage. Figure 13 shows the Raman spectra taken of the white precipitate which produced a peak at 2906.8 cm⁻¹, the main symmetrical band of CH₄ hydrate (SUM et al., 1997). Also evident in Figure 13 is the shift in frequency between the vibrational band for free vapor CH₄ (2917.6 cm⁻¹) and CH₄ hydrate (2906.8 cm⁻¹). For reference, Raman spectra of bulk CH₄ hydrate, aqueous dissolved CH₄, and CH₄ vapor as formed in a large mixing cell are provided in Figure 13.

Another important aspect of the experiment was to accurately identify the formation of CO₂ hydrate in sand. Accomplishing this task involved identifying each of the four phases of CO₂ (vapor, liquid, aqueous dissolved, and hydrate) by Raman spectroscopy in situ. Carbon dioxide vapor gives rise to Raman shifts at 1392.1 cm⁻¹ and 1288.6 cm⁻¹. Examination of liquid CO₂ shows the Raman shifts at a slightly lower wavelength, 1390.0 and 1286.2 cm⁻¹, respectively (Figure 14). As the CO₂ converts to gas hydrate, Raman peaks were observed at 1384.9 and 1281.1 cm⁻¹, while for the dissolved CO₂, 1387.3 and 1281.1 cm⁻¹, respectively. As can be seen from Figure 14 the Raman shifts of the CO₂ molecule in the hydrate phase are very close to the CO₂ molecule in the dissolved phase, making the distinction of the two phases by Raman spectroscopy difficult (NAKANO et al., 1998).
Establishing identification parameters for each phase of CH4 and CO2 (gas, liquid, dissolved, and gas hydrate) by Raman spectroscopy allowed for the next phase of the injection experiment to start. After the formation of CH4 hydrate, injection of the two phase L-CO2-Lw microemulsion fluid was initiated. A schematic diagram of the valving for the microemulsion experimental setup is shown in Figure 15. Both H2O and CO2 are delivered by ISCO syringe pumps into the take up ISCO pump during the first segment of the injection. Bypassing the injector and packed sand column is critical while pressurizing the system with liquid CO2 and H2O.

After achieving the desired flow rates and pressure, the separate fluids (H2O & liquid CO2) are diverted into the injector (Figure 15), located in the bottom of the cell, to form the L-CO2-Lw microemulsion. At first, the microemulsion is diverted out the side of the column, allowing time for the system to stabilize (Figure 15). After the L-CO2-Lw microemulsion is created, usually less than 15 seconds, the bypass valve is closed, diverting the microemulsion upwards through the sand packed column. As the relatively warm microemulsion fluid front (21°C) penetrates and moves through the porous CH4 hydrate rich sand column being held initially at 2°C, CH4 hydrate is seen to “dissociate” leaving behind pores filled with L-CO2-Lw microemulsion. During injection, the temperature of the column reaches 21°C and upon termination is allowed to return to the pre-injection temperature of 2°C. Cell pressure is maintained by the ISCO H2O pump. Conversion of CO2 microemulsion into CO2 hydrate was found to occur anywhere between 10 to 500 minutes, depending on the rate of cooling.

Experiments conducted in the HYDEX® 301 columns produced exothermic thermal signatures, an indication of hydrate formation, several degrees above the cell cooling profile. For example, Figure 16 shows an experiment conducted with moist sand packed into a HYDEX® 301 column. Following pressurization with CH4 to 1000 psig and subsequent lowering of the temperature from 27°C to near 0°C, a significant temperature spike is observed after 18 minutes. The largest change in temperature occurs in the bottom third of the cell with a delta temperature

![Figure 15](image1.png)

**Figure 15.** Microemulsion injection valving schematic

![Figure 16](image2.png)

**Figure 16.** Temperature profile of HYDEX® 301 pressure cell during the formation of CH4 hydrate, injection of CO2 microemulsion, followed by the formation of CO2 hydrate as a function of time
of over 1°C. The large temperature differential between the top of the cell (T6) and the bottom (T1) is directly related to the probe positioning. Thermocouple T6 is actually in the cap of the cell and is not embedded into the hydrated sand.

Growth of the hydrate was also evident from the white color change in the pore spaces and along the walls of the cell. Often, extra H₂O from the moist sand collected near the bottom of the cell. Initial pressurization with CH₄ (through bottom of cell, Figure 15) caused free water to move upward and concentrate in an area resulting in reduced porosity. These areas typically contained dense CH₄ hydrate, but often caused problems in the second phase of the experiment, the L₁CO₂-Lₖ microemulsion injection. Precautions were taken to prevent excessive areas of water from forming during the CH₄ pressurization. A number of these experiments were conducted using different ratios of H₂O and CO₂, with the majority of tests being conducted with a ratio of 2:1. Fluid injections rates were typically kept at 40 and 20 ml/minute. Although the ISCO pumps are capable of delivering fluid at 200 ml/minute, the slower flow rates allowed more time to observe the warm fluid front move up through the column. Very similar results were observed in each experiment with the HYDEX® 301 columns.

Experiments conducted with a sapphire pressure cell followed the same injection process as described above. A typical thermal profile of an injection experiment is shown in Figure 17. As described earlier, similar exothermic signatures representing CH₄ hydrate and CO₂ hydrate formation within the sand packed column at distinct times were captured (Figure 17). For this experiment, the H₂O and CO₂ volumetric ratio was maintained at 2:1. The maximum change in temperature (5°C) during CH₄ hydrate formation was measured in the upper portion of the cell 70 minutes after pressurization with CH₄ gas. Following the microemulsion injection, CO₂ hydrate began forming in the cell, which was visible as white pore filling material (Figure 17). Coinciding with formation of the pore filling white precipitate was a slight increase in cell temperature (0.3°C), confirmed by the measurements taken by the six port thermocouple. This exothermic event occurred 170 minutes in to the experiment, following the H₂O-CO₂ microemulsion injection by 32 minutes.
Five small diameter sampling tubes with valves were placed between the pressure cell and backup pump (Figure 15), allowing for the collection of discrete gas samples. A series of gas samples were collected during various stages of H$_2$O-CO$_2$ microemulsion experiments, usually lasting 30 to 45 seconds. Each sample was subsequently analyzed on a residual gas analyzer (RGA). Monitoring masses 16 amu (CH$_4$) and 44 amu (CO$_2$) provided evidence of breakthrough of the injected CO$_2$. Shown in Figure 18 are a few results taken from the HYDEX® 301 column experiments. The ratio of CH$_4$ to CO$_2$ is shown as a function of sample collection, which was typically 5 seconds apart from start to finish. For example, during experimental run 1 (Figure 18), five samples were collected in less than 45 seconds. Breakthrough clearly occurs when approximately 1 pore volume of the emulsion had been injected. Some CH$_4$ was still detected in Run 1 after 1 pore volume of injection indicating that some methane hydrate was still dissociating in addition to gas mixing at the leading edge of the emulsion front as would be expected. However, Runs #2 and #3 show that most of the CH$_4$ has been recovered by the time more than 1 pore volume of fluid has passed through the cell, verifying the efficiency of the L$_{CO2}$-L$_w$ microemulsion in removing CH$_4$ hydrate.

Post characterization of the CO$_2$ hydrated sand was conducted to evaluate pore space filling and condition of CO$_2$ hydrate. Determining if the L$_{CO2}$-L$_w$ microemulsion remained stable in discrete particles and converted to CO$_2$ hydrate was essential to determine. Therefore, after completion of an injection experiment, a HYDEX® 301 column was chilled to -10°C and quickly depressurized to release any liquid CO$_2$ present in the column that had not converted to gas hydrate. The column was then submerged in liquid nitrogen and mechanically split to reveal the sand. Characterization of the sand aggregates was accomplished by optical light microscopy while samples were held partially immersed in LN$_2$. An example of CO$_2$ hydrated sand is shown in Figure 19. No void areas where free liquid CO$_2$ would have existed were observed in the CO$_2$ hydrate rich sand. Figure 19 illustrates the complete filling of the porosity by CO$_2$ hydrate, suggesting complete saturation of the pores with the microemulsion fluid.
3.0 MODELING

The objective of the modeling work conducted in this investigation has been the development of a numerical simulation tool for analyzing the production of natural gas hydrates using conventional technologies, but also with the capabilities for considering the gas exchange technology. In the gas exchange production technology, clathrated methane is released when a more thermodynamically favorable molecule (e.g., carbon dioxide) replaces it in the hydrate. The outcome of this work has been a new operational mode for the STOMP simulator (White and Oostrom, 2006), which will be commonly referred to as STOMP-HYD. This operational mode of the simulator solves the governing conservation equations for heat, H2O mass, CH4 mass, CO2 mass, and NaCl (inhibitor mass) that describe the flow and transport of the conserved quantities through multifluid filled geologic media. The flow and transport equations are solved fully coupled, considering three mobile phases: 1) aqueous, 2) gas, and 3) liquid CO2; three immobile phases: 1) hydrate, 2) ice, and 3) precipitated salt, and the geologic media.

3.1 MATHEMATICAL MODEL

The mathematical model for the STOMP-HYD simulator comprises governing conservation equations and associated constitutive equations that describe the flow and transport of heat and components through multiphase geologic media. In general the solved flow and transport equations are identical across the community of numerical simulators for methane hydrate production. STOMP-HYD, however, differs from hydrate production simulators in its use of capillary pressure functions to calculate phase saturations. This section describes the governing conservation equations and the calculation approach for the mobile and immobile phases.

3.1.1 Governing Equations

The STOMP-HYD simulator solves five conservation equations, which can be expressed in two forms: 1) conservation of heat and 2) conservation of component mass (i.e., H2O, CH4, CO2, and NaCl). The conservation of heat equation, expressed in differential form, states that the time rate of change of internal energy equals the net transport of heat into the system, according to:

\[
\frac{\partial}{\partial t} \left[ \sum_{\gamma=1, n, g} \left( \phi_D \rho_{\gamma} s_{\gamma} u_{\gamma} \right) + \left( 1 - \phi_T \right) \rho_s s_s u_s + \left( \phi_T - \phi_D \right) \rho_l u_l \right] =
\]

\[
- \sum_{\gamma=1, n, g} \nabla \left( \rho_{\gamma} h_{\gamma} V_{\gamma} \right) - \sum_{i=w, a, o} \nabla \left( h_i J_i g \right) + \nabla \left( k_e \nabla T \right) + \sum_{\gamma=1, n, g} \left( h_{\gamma} \dot{m}_{\gamma} \right) + \dot{q}
\]

where the phase flux is computed via Darcy’s law according to:

\[
V_{\gamma} = -\frac{k_{\gamma}}{\mu_{\gamma}} \left( \nabla P_{\gamma} + \rho_{\gamma} g z_{\gamma} \right)
\]

and component diffusion is computed from molar gradients, considering molecular diffusion and hydraulic dispersion, according to:
\[ J^i_{\gamma} = -\phi_D \rho_{\gamma} s_{\gamma} \frac{M_i}{M_{\gamma}} \left( \tau^i_{\gamma} D_{\gamma}^i + D_{\kappa} \right) \nabla \chi^i_{\gamma}. \] (3)

Only the contribution of gas phase diffusion-dispersion is considered for the conservation of heat equation.

The conservation of component-mass equation, expressed in differential form, states that the time rate of change of component mass equals the net transport of component mass into the system, as given by:

\[
\frac{\partial}{\partial t} \left[ \sum_{\gamma=\text{a,g,h,i,p}} \left( \phi_D \omega^i_{\gamma} \rho_{\gamma} s_{\gamma} u_{\gamma} \right) \right] = - \sum_{\gamma=\text{a,g}} \nabla \left( \omega^i_{\gamma} \rho_{\gamma} V_{\gamma} \right) - \sum_{\gamma=\text{a,g}} \nabla \left( J^i_{\gamma} \right) + \sum_{\gamma=\text{a,g}} \omega^i_{\gamma} \dot{m}_i \quad \text{for} \quad i = w, a, o
\] (4)

where, for mass transport, diffusion through all mobile phases is considered. Hydraulic dispersion is considered only for the transport of NaCl.

### 3.1.2 Phase Saturations

The conceptual pore-space model for the STOMP-HYD simulator includes five potential phases: aqueous, gas, liquid CO\(_2\), hydrate and ice. Hydrate and ice phases are assumed to be immobile and completely occluded by the aqueous phase. The mobile phases are assumed to decrease in wettability from aqueous to liquid CO\(_2\) to gas phases. To reduce the number of phase conditions associated with the numerical solution, STOMP-HYD uses interfacial-tension-scale saturation versus capillary pressures to calculate phase saturations from the phase pressure primary unknowns. For conditions without liquid CO\(_2\), the aqueous saturation is calculated as a function of the scaled gas-aqueous capillary pressure, and for conditions with liquid CO\(_2\), the aqueous saturation is calculated as a function of the scaled liquid CO\(_2\)-aqueous capillary pressure:

\[
\overline{s}_i = \frac{s_i + s_h + s_l - s_{lr}}{1 - s_{lr}} = \text{func} \left( \beta_{gl} \left[ P_g - P_l \right] \right) \quad \text{or} \quad \text{func} \left( \beta_{nl} \left[ P_n - P_l \right] \right)
\] (5)

where, the scaling factors are computed as:

\[
\beta_{gl} = \frac{\sigma_{gr}^{\text{ref}}}{\sigma_{gl}^{\text{ref}}} \quad ; \quad \beta_{nl} = \frac{\sigma_{nr}^{\text{ref}}}{\sigma_{nl} \cos \left( \theta_{nl} \right)} \quad ; \quad \beta_{gn} = \frac{\sigma_{gn}^{\text{ref}}}{\sigma_{gn} \cos \left( \theta_{gn} \right)} \quad ; \quad \beta_{rl} = \frac{1}{\beta_{gn}} \quad + \quad \frac{1}{\beta_{nl}}
\] (6)

The functional forms shown in Equation (5) are generally those of van Genuchten (1980) or Brooks and Corey (1964). The closing Equation (6) provides continuity in the functions as liquid-CO\(_2\) appears or disappears. The liquid-CO\(_2\) saturation is computed indirectly from the total-liquid and aqueous saturations; where the total liquid saturation is computed as a function of the gas-liquid CO\(_2\) capillary pressure:

\[
s_n = s_i - (s_i + s_h + s_l) ; \quad \overline{s}_i = \frac{s_i + s_h + s_l + s_n - s_{lr}}{1 - s_{lr}} = \text{func} \left( \beta_{gn} \left[ P_g - P_n \right] \right)
\] (7)
For continuity in liquid-CO$_2$ transitions, the liquid-CO$_2$ pressure, as shown in Equation (8) is set to a critical pressure, whenever liquid-CO$_2$ is absent from the system:

$$P_n = \frac{\beta_{nl} P_i + \beta_{gn} P_g}{\beta_{nl} + \beta_{gn}} \frac{s_i - s_{tr}}{1 - s_{tr}}; \bar{s}_g = \frac{1 - \bar{s}_g}{1 - s_{tr}}; \bar{s}_n = \frac{s_n}{1 - s_{tr}} \quad (8)$$

The hydrate and ice saturations are computed indirectly from the hydrate-aqueous and the ice-aqueous capillary pressures, as shown in Equation (9), where ice saturation only occurs whenever the ice-aqueous interfacial saturation is less than the hydrate-aqueous interfacial saturation:

$$\bar{s}_h = \bar{s}_i - \bar{s}_{hi}; \bar{s}_{hi} = \text{func} \left( \beta_{hl} \left[ P_h - P_i \right] \right)$$

$$\bar{s}_i = \bar{s}_h - \bar{s}_{hl}; \bar{s}_{hl} = \text{func} \left( \beta_{il} \left[ P_i - P_i \right] \right) \quad (9)$$

The hydrate- and ice-aqueous capillary pressures are computed from the hydrate- and ice-aqueous interfacial tensions and radii of curvature, respectively:

$$P_h - P_i = \frac{2\sigma_{hl}}{r_{hl}}; P_i - P_i = \frac{2\sigma_{il}}{r_{il}} \quad (10)$$

where the hydrate-aqueous radius of curvature is computed from the difference in ex-situ hydrate equilibrium temperature and the system temperature, and the ice-aqueous radius of curvature is computed from the difference in freezing point temperature and system temperature (JIANG et al., 2001) given by:

$$r_{hl} = r_c \left[ \frac{1 + \frac{(1 - \alpha)}{\log \left( \frac{T}{T_{ex}} \right)} }{1 + \frac{(1 - \alpha)}{\log \left( \frac{T}{T_{eq}} \right)} } \right]; r_{il} = r_c \left[ \frac{1 + \frac{(1 - \alpha)}{\log \left( \frac{T}{T_{fp}} \right)} }{1 + \frac{(1 - \alpha)}{\log \left( \frac{T}{T_{fp}} \right)} } \right]; r_c = 3.6 \times 10^{-9} \text{ m}; \alpha = 1.66 \quad (11)$$

### 3.2 NUMERICAL SOLUTION

The governing conservation equations in the STOMP-HYD simulator are solved using integral volume differencing for spatial discretization on structured grids and a backward-Euler temporal discretization. These discretizations transform the governing equations to algebraic form; however, the resulting algebraic equations are nonlinear. Nonlinearities are resolved using multivariate Newton-Raphson iteration. This general numerical solution approach of spatial and temporal discretization and Newton-Raphson linearization is followed by the community of hydrate production simulators. STOMP-HYD differs in the selection of primary variable sets and the number of phase conditions. The use of capillary pressure functions to calculate hydrate and ice phase saturations greatly reduces the number of primary variable sets.

#### 3.2.1 Discretization and Linearization

STOMP-HYD solves algebraic forms of the five governing conservation equations, Equations (1) through (5), that result from their discretization using the integral volume differencing technique on structured orthogonal grids, including boundary-fitted curvilinear grids. The backward-
Euler temporal discretization yields an implicit scheme, which requires the coupled solution of five nonlinear equations at each grid cell. Newton-Raphson iteration transforms the five nonlinear equations into a linear system of equations, but does not alter the requirement for a coupled solution of five unknowns at each grid cell (e.g., a problem involving 10K active grid cells requires a linear-system solve of order 50K). Partial derivatives required in the Jacobian matrix of the Newton-Raphson scheme are computed numerically, which greatly simplifies code development and also improves convergence performance during phase transitions. The linear-system solve yields corrections to the five primary variables, which are then used to calculate secondary variables and reconstruct the Jacobian matrix. For closure on the system of equations, all secondary variables must be calculated from the set of five primary variables.

3.2.2 Primary Variable Switching

As described above, STOMP-HYD solves for five unknowns or primary variables at each grid cell. One distinguishing feature of the simulator from others for methane hydrate production is that primary variable sets are principally phase pressure and vapor pressure as opposed to phase saturation and component mole fractions. By assuming that the aqueous phase never disappears the number of possible phase conditions (ignoring precipitated salt) is 16, where the saturation combinations are:

\[ s_l = 1 \text{or } s_l < 1; \quad s_n = 0 \text{or } s_n > 0; \quad s_h = 0 \text{or } s_h > 0; \quad s_i = 0 \text{or } s_i > 0 \]  

(12)

With the hydrate and ice saturations defined through capillary pressure functions, the number of active phase conditions reduces to 4, where the saturation combinations are:

\[ s_l = 1 \text{or } s_l < 1; \quad s_n = 0 \text{or } s_n > 0 \]  

(13)

The primary variable sets for the 4 active phase conditions can be further reduced to 2 by appropriately defining the gas and liquid CO2 phase pressures, shown in Table 3.1.

<table>
<thead>
<tr>
<th>Phase Condition</th>
<th>Energy</th>
<th>H2O Mass</th>
<th>CH4 Mass</th>
<th>CO2 Mass</th>
<th>NaCl Mass</th>
<th>( P_{g}^{a}, P_{g}^{o} )</th>
<th>( P_{n}^{a}, P_{n}^{o} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s_l = 1 )</td>
<td>( s_n = 0 )</td>
<td>( s_l &lt; 1 )</td>
<td>( s_n = 0 )</td>
<td>( s_l = 1 )</td>
<td>( s_n &gt; 0 )</td>
<td>( s_l &lt; 1 )</td>
<td>( s_n = 0 )</td>
</tr>
<tr>
<td>T</td>
<td>( P_{l} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
</tr>
<tr>
<td>T</td>
<td>( P_{l} )</td>
<td>( P_{g} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
</tr>
<tr>
<td>T</td>
<td>( P_{l} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
</tr>
<tr>
<td>T</td>
<td>( P_{l} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
</tr>
<tr>
<td>T</td>
<td>( P_{l} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
</tr>
<tr>
<td>T</td>
<td>( P_{l} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
<td>( P_{g}^{o} )</td>
</tr>
</tbody>
</table>

The primary variable sets shown in Table 3.1 functionally allow for the solution of the governing equations for each phase condition. Application of the simulator to a variety of problems, however, has shown that the implementation of the primary variable set could be improved for cer-
tain phase transitions. Low liquid-CO₂ saturation conditions (i.e., less than 0.001) are difficult to resolve using the liquid-CO₂ pressure as the primary unknown. Including two additional phase conditions for low liquid-CO₂ saturations yields improved convergence and increased time steps. Low concentrations of CO₂ or CH₄ for unsaturated conditions are resolved more efficiently if the lower vapor partial pressure is used as the unknown, rather than using only the CO₂ vapor pressure. Therefore, the unsaturated phase condition without liquid CO₂ was split into two phase conditions. The resulting phase condition and primary variable set scheme, implemented into the code, is shown in Table 3.2.

<table>
<thead>
<tr>
<th>Phase Condition</th>
<th>Energy</th>
<th>H₂O Mass</th>
<th>CH₄ Mass</th>
<th>CO₂ Mass</th>
<th>NaCl Mass</th>
<th>( P_g, P_a, P^0_a, P^0_a )</th>
<th>( P_n, P^0_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s_i = 1 )</td>
<td>( T )</td>
<td>( P_i )</td>
<td>( P^0_g )</td>
<td>( P^a_g )</td>
<td>( \zeta^s )</td>
<td>( P_g = P_i + \frac{\beta_{ig}}{\psi} )</td>
<td>( P_n = P_{nc} )</td>
</tr>
<tr>
<td>( s_n = 0 )</td>
<td>( T )</td>
<td>( P_i )</td>
<td>( P^0_g )</td>
<td>( P_g )</td>
<td>( \zeta^s )</td>
<td>( P_g = P_i - P^o_g - P^w_g )</td>
<td>( P_n = P_{nc} )</td>
</tr>
<tr>
<td>( s_i &lt; 1 )</td>
<td>( T )</td>
<td>( P_i )</td>
<td>( P^0_g )</td>
<td>( P^a_g )</td>
<td>( \zeta^s )</td>
<td>( P_g = P_i - P^o_g - P^w_g )</td>
<td>( P_n = P_{nc} )</td>
</tr>
<tr>
<td>( s_n = 0 )</td>
<td>( T )</td>
<td>( P_i )</td>
<td>( P_g )</td>
<td>( P_g )</td>
<td>( \zeta^s )</td>
<td>( P_g = P_i + \frac{\beta_{ig}}{\psi} )</td>
<td>( P_n = P_{sat} )</td>
</tr>
<tr>
<td>( s_i &gt; 0 )</td>
<td>( T )</td>
<td>( P_i )</td>
<td>( P^0_g )</td>
<td>( P_n )</td>
<td>( \zeta^s )</td>
<td>( P_g = P_i + P^o_g + P^w_g )</td>
<td>( P_n = P_{sat} )</td>
</tr>
<tr>
<td>( s_i &lt; 1 )</td>
<td>( T )</td>
<td>( P_i )</td>
<td>( P^0_g )</td>
<td>( P_n )</td>
<td>( \zeta^s )</td>
<td>( P_g = P_i + \frac{\beta_{ig}}{\psi} )</td>
<td>( P_n = P_{sat} )</td>
</tr>
<tr>
<td>( s_n &gt; 0 )</td>
<td>( T )</td>
<td>( P_i )</td>
<td>( P^0_g )</td>
<td>( s_n )</td>
<td>( \zeta^s )</td>
<td>( P_g = P_i + P^o_g + P^w_g )</td>
<td>( P_n = P_{sat} )</td>
</tr>
<tr>
<td>( 0 &lt; s_n &lt; 0.001 )</td>
<td>( T )</td>
<td>( P_i )</td>
<td>( P^0_g )</td>
<td>( s_n )</td>
<td>( \zeta^s )</td>
<td>( P_g = P_i + P^o_g + P^w_g )</td>
<td>( P_n = P_{sat} )</td>
</tr>
<tr>
<td>( 0 &lt; s_n &lt; 0.001 )</td>
<td>( T )</td>
<td>( P_i )</td>
<td>( P^0_g )</td>
<td>( s_n )</td>
<td>( \zeta^s )</td>
<td>( P_g = P_i + P^o_g + P^w_g )</td>
<td>( P_n = P_{sat} )</td>
</tr>
</tbody>
</table>

3.3 APPLICATION

To demonstrate STOMP-HYD, the simulator has been applied to series of hydrate production scenarios involving idealized injection and extraction wells across a one-dimensional horizontal column of porous media. The horizontal domain is 20-m long, discretized into 20 grid cells with a cross-sectional area of 1 m². Injection of liquid water with microemulsions of gaseous or liquid CO₂ occur at the left-hand boundary at a fixed pressure of 7 MPa, whereas, the right-hand boundary is maintained at 4.5 MPa and 3°C. The domain porous media is a 1-Darcy sandstone with an initial porosity of 0.3. Initially the domain is set to a pressure of 6 MPa, a temperature of 3°C and a CH₄-hydrate saturation of 0.5. The complete list of hydrologic properties and initial conditions are shown in Table 3.1.
Table 3.3. Hydrologic Parameters and Initial Conditions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porosity</td>
<td>0.3</td>
</tr>
<tr>
<td>Compressibility</td>
<td>$0.093 \times 10^{-5}$ 1/psi</td>
</tr>
<tr>
<td>Intrinsic Permeability</td>
<td>1 Darcy</td>
</tr>
<tr>
<td>Grain Thermal Conductivity</td>
<td>2.0 W/m K</td>
</tr>
<tr>
<td>Grain Specific Heat</td>
<td>700 J/kg K</td>
</tr>
<tr>
<td>Saturation-Capillary Pressure Model</td>
<td>van Genuchten (1980)</td>
</tr>
<tr>
<td>van Genuchten $\alpha$ Parameter</td>
<td>0.132 m$^{-1}$</td>
</tr>
<tr>
<td>van Genuchten $n$ Parameter</td>
<td>2.823</td>
</tr>
<tr>
<td>Residual Aqueous Saturation</td>
<td>0.0</td>
</tr>
<tr>
<td>Gas-Aqueous Scaling Parameter</td>
<td>1.0</td>
</tr>
<tr>
<td>Liquid CO$_2$-Aqueous Scaling Parameter</td>
<td>3.0</td>
</tr>
<tr>
<td>Gas-Liquid CO$_2$ Scaling Parameter</td>
<td>1.5</td>
</tr>
<tr>
<td>Hydrate-Aqueous Scaling Parameter</td>
<td>2.697</td>
</tr>
<tr>
<td>Ice-Aqueous Scaling Parameter</td>
<td>2.697</td>
</tr>
<tr>
<td>Aqueous Relative Permeability Model</td>
<td>Mualem (1976)</td>
</tr>
<tr>
<td>Gas Relative Permeability Model</td>
<td>Mualem (1976)</td>
</tr>
<tr>
<td>Liquid-CO$_2$ Relative Permeability Model</td>
<td>Mualem (1976)</td>
</tr>
<tr>
<td>Initial Pressure</td>
<td>6.0 MPa</td>
</tr>
<tr>
<td>Initial Temperature</td>
<td>3°C</td>
</tr>
<tr>
<td>Initial CH$_4$ Fraction of Hydrate Formers</td>
<td>1.0</td>
</tr>
<tr>
<td>Initial Hydrate Saturation</td>
<td>0.5</td>
</tr>
<tr>
<td>Initial Aqueous Saturation</td>
<td>0.5</td>
</tr>
<tr>
<td>Initial Dissolved Salt Concentration</td>
<td>0.0 kg/m$^3$</td>
</tr>
<tr>
<td>Initial Dissolved CO$_2$ Concentration</td>
<td>0.0 kg/m$^3$</td>
</tr>
</tbody>
</table>

A series of simulations was executed with STOMP-HYD that differed in the inlet boundary conditions. Microemulsions of liquid CO$_2$ and water were executed that varied in temperature and volumetric ratios, including pure water injections. Table 3.4 summarizes the suite of production scenarios.

Table 3.4. Hydrate Production Scenarios

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Microemulsion Volume Percent</th>
<th>Microemulsion State</th>
</tr>
</thead>
<tbody>
<tr>
<td>15°C</td>
<td>0%</td>
<td>N/A</td>
</tr>
<tr>
<td>15°C</td>
<td>40%</td>
<td>Liquid CO$_2$</td>
</tr>
<tr>
<td>15°C</td>
<td>50%</td>
<td>Liquid CO$_2$</td>
</tr>
<tr>
<td>15°C</td>
<td>60%</td>
<td>Liquid CO$_2$</td>
</tr>
<tr>
<td>20°C</td>
<td>50%</td>
<td>Liquid CO$_2$</td>
</tr>
<tr>
<td>50°C</td>
<td>0%</td>
<td>N/A</td>
</tr>
</tbody>
</table>
3.3.1 Pure Water Injection

Two pure water injection simulations were executed at 15°C and 50°C. After injecting for 700 hr, the 15°C injectant produced 13.4% and the 50°C injectant produced 57.5% of the CH₄ mass through dissociation. To produce 75% of the CH₄ mass in the system through dissociation required 1254 hrs for the 15°C injectant, and 748.4 hrs for the 50°C injectant. As shown by the simulation results, CH₄ production rates for the pure water injectants are characteristically related to the inlet temperature, as the dissociation reaction is endothermic. Secondary hydrates form downstream from the dissociation front in both scenarios, with the 15°C injectant yield maximum secondary hydrate saturations of 0.55 and the 50°C injectant yield values of 0.61. Plots showing the hydrate saturations at points along the domain over time are shown in Figure 20 and Figure 21, respectively, for the 15 and 50°C injectant.

Figure 20. Hydrate saturation histories for 15°C pure-water injectant
3.3.2 Liquid-CO₂ Microemulsion Injectant

The saturation temperature for 7 MPa for CO₂ is 28.7°C, which means the CO₂ in microemulsion form will be in supersaturated liquid conditions for the 15 and 20°C injectant temperatures. The CH₄ hydrate production method for liquid CO₂ microemulsion involves principally exchange of CO₂ with CH₄ with some dissociation. Production continues until CO₂ breakthrough occurs at the domain outlet (i.e., producing well). Breakthrough was considered to have occurred when the mass fraction of CO₂ in the exiting gas phase reached 0.01. Breakthrough times, production percents at breakthrough, and maximum secondary hydrate saturations are shown in Table 3.5 for the liquid-CO₂ microemulsion injectant scenarios. Simulation results indicate that volumetric ratios of CO₂/water have the greatest impact on breakthrough times, but generally no effect on production or maximum secondary hydrate saturations. Production times are considerably faster compared against the pure water injectant at 15°C, but production is limited by the breakthrough of CO₂ in the gas phase. Increasing the injectant temperature yields slightly faster breakthrough times and higher production. Plots showing the hydrate saturations at points along the domain over time are shown in Figure 22 and Figure 23, respectively, for the 15°C, 50% volume and 20°C, 50% volume liquid-CO₂ microemulsion injectant.

![Figure 21. Hydrate saturation histories for 50°C pure-water injectant](image)

<table>
<thead>
<tr>
<th>Injectant Conditions</th>
<th>Breakthrough Time</th>
<th>Production Percent at Breakthrough</th>
<th>Max. Secondary Hydrate Saturation</th>
</tr>
</thead>
<tbody>
<tr>
<td>15°C, 40% Volume</td>
<td>272.1 hr</td>
<td>55.3%</td>
<td>0.72</td>
</tr>
<tr>
<td>15°C, 50% Volume</td>
<td>202.2 hr</td>
<td>55.5%</td>
<td>0.72</td>
</tr>
<tr>
<td>15°C, 60% Volume</td>
<td>149.2 hr</td>
<td>55.6%</td>
<td>0.72</td>
</tr>
<tr>
<td>20°C, 50% Volume</td>
<td>197.1 hr</td>
<td>56.0%</td>
<td>0.69</td>
</tr>
</tbody>
</table>
Figure 22. Hydrate saturation histories for 15°C, 50% volume liquid-CO₂ microemulsion injectant

Figure 23. Hydrate saturation histories for 25°C, 50% volume liquid-CO₂ microemulsion injectant
4.0 DISCUSSION

The laboratory experiments presented in this report suggest that a strict gas exchange of CO₂ for CH₄ in bulk CH₄ hydrate is too slow by several orders of magnitude to be considered an effective method of gas hydrate production. In contrast, both laboratory experiments and numerical modeling indicate that an EGHR process based on injecting a two phase emulsion of liquid CO₂ and water at the proper volumetric ratio, can considerably enhance (3X and higher) production rate over injecting cool water (15°C) alone.

An important consideration in the EGHR technique is the range of reservoir conditions where the method might be applied. Figure 24 shows a compilation of well log temperature data reported by Collett (1993) for the Alaska North Slope. The vapor-liquid equilibrium line for CO₂ is plotted on the same graph. The data suggest that the EGHR method could be implemented over a large fraction of the ANS, wherever deeper gas hydrate deposits exist. Typical ANS reservoir conditions would inject liquid CO₂ with a density approximately 82% to 94% of the water phase. Note that CO₂ hydrate would be stable under almost any conditions on the ANS short of very near the ground surface.

A number of other questions regarding application of the EGHR technique remain to be addressed. The bench scale experiments conducted in this project show no signs of coagulation into macrodroplets as the emulsion moves away from the injector. However, it remains to be investigated whether coagulation can be avoided at reservoir scale. Recent advances in modeling emulsion behavior in porous media (CORTIS and GHEZZEHEI, 2007) could help explore this issue. Additionally, an important restriction is that temperature of the water-CO₂ emulsion remains above the equilibrium point where CO₂ hydrate could form in the wellbore or near-wellbore. Interruption of the supply of the emulsion fluid during production for an extended period could result in the premature formation of CO₂ hydrate and plugging. Provisions for temporary introduction of heat may be needed to allow for flow interruptions, such as for well maintenance.

Although we have demonstrated a method for continuous production of a suitable L_CO₂-L_w emulsion, the device has only been tested at laboratory bench scale and is configured for injection into an essentially 1-D columnar domain. Development of a suitable downhole tool will be needed to supply the volumes of fluids required for a field trial. The injector tool design should be compatible with downhole conditions typical of gas hydrate formations. Wellbore completion requirements such as open hole, uncased, or perforated casing influence design parameters of the injector tool. Injection of the L_CO₂-L_w emulsion directly into the target formation is the most
important requirement. For example, the gas hydrate production research well, Mallik 5L-38, was cased and perforated at several different hydrate bearing zones (Takahashi et al., 2005). Each zone was isolated with packers prior to testing. A similar approach could be used with a suitable downhole tool.

Redesigning the injector to deliver the microemulsion radially into the formation of interest is likely a priority. This might be accomplished by repositioning the emulsion outlets from the top of the injection tool to the sides as shown by the schematic in Figure 25. Surface warmed \( L_w \) and \( L_{CO_2} \) can then be directed into the injector from the high pressure lines. Use of produced water to form the emulsion would eliminate issues associated with disposal of these fluids in arctic conditions. Both rate and distance of formation penetration can be controlled from the surface by adjusting the \( L_{CO_2} \) and \( L_w \) pumps.

There are several parameters associated with injecting a \( L_{CO_2}-L_w \) microemulsion into a porous hydrate rich formation that are still unknown. Placement of recovery wells including distance from the injection site, and spacing to maximize recovery of \( CH_4 \) gas are a few of the important issues still unanswered. Identification and delivery logistics of an economical supply of \( CO_2 \) are also essential factors in selecting an appropriate field site for demonstration. Additional numerical studies of the EGHR method are needed to address these questions and to guide design of an effective downhole tool.

Figure 25. Schematic of down borehole injection tool
5.0 CONCLUSION

Through a proprietary method, a microemulsion injector was designed and tested to enhance production of methane hydrate-bearing porous media. A number of experiments were performed where a two-phase microemulsion \( \text{LCO}_2 - \text{L}_w \) was injected into a CH\(_4\) hydrate bearing sand packed column, a technique we call Enhanced Gas Hydrate Recovery (EGHR). The two-phase emulsion formed micrometer size droplets of liquid CO\(_2\) in the water phase at a ratio of approximately 44 g of CO\(_2\) per 103 g of water. This ratio was chosen to optimize filling of the small and large cages of the \( \text{sI} \) hydrate formed with CO\(_2\). The temperature of the injectate was set significantly higher than the stability point of methane hydrate causing destruction of the gas hydrate crystalline lattice and release of enclathrated gas. The freed gas was displaced ahead of the microemulsion injection front and collected. After injection was stopped, the emulsion-containing sand was cooled into the stability region for CO\(_2\) hydrate. In every case, CO\(_2\) hydrate was observed to form visually, was monitored by an increase in temperature, and verified by Raman spectroscopy.

A numerical simulator, STOMP-HYD, was developed to investigate the feasibility of producing CH\(_4\) hydrate from geologic reservoirs beneath the permafrost and in deep ocean sediments. The simulator is capable of modeling CH\(_4\) hydrate production using the conventional technologies of thermal stimulation, depressurization and inhibitor injection, but additionally able to model the unconventional CO\(_2\) exchange approach. The principal objective in developing the simulator was to explore gas hydrate production using a combination of conventional and unconventional technologies using numerical simulation prior to testing the approaches in the field. Although the solved governing equations and constitutive equations are nearly identical to those of other methane hydrate production simulators, STOMP-HYD differs in use of capillary pressure functions to calculate hydrate and ice saturations. This approach considers the effect of porous media on the hydrate equilibrium function and ice freezing point (i.e., the hydrate and ice saturations are functions of the difference in system temperature and \( \text{ex-situ} \) hydrate equilibrium temperature and \( \text{ex-situ} \) ice freezing point). Simple 1-D simulations comparing injection of cool water (15°C) alone with injection of a microemulsion (also at 15°C), showed much higher (>3X) production of CH\(_4\)(g) using the EGHR technique.

The EGHR concept described in this report clearly has potential for use in converting a portion of natural gas hydrate reservoirs into a usable energy source. There are several advantages to the EGHR process, including: 1) Replacing CH\(_4\) with CO\(_2\) in gas hydrated sediment is thermodynamically favorable and heat generated from formation of CO\(_2\) hydrate is approximately 20% greater than heat consumed from the dissociation of CH\(_4\), resulting in a low grade heat source to facilitate further dissociation of gas hydrate, 2) Once the CH\(_4\) is extracted and CO\(_2\) rich fluid fills pore space voids, the subsequent formation of CO\(_2\) hydrate would mechanically stabilize the formation eliminating subsidence concerns in some production situations, and 3) the process is carbon neutral in terms of replacing methane with CO\(_2\), which is permanently sequestered in situ as a crystalline gas hydrate. Produced water could also be used to form the emulsion, eliminating a problematic disposal issue in arctic settings.
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