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1.  Introduction

Purpose

The Chemical Structure and Dynamics (CS&D)
program is a major component of the William R.
Wiley Environmental Molecular Sciences Labo-
ratory (EMSL), developed by Pacific Northwest
National Laboratory (PNNL) to provide a state-of-
the-art collaborative facility for studies of chemical
structure and dynamics.  We respond to the need
for a fundamental, molecular-level understanding
of chemistry at a wide variety of environmentally
important interfaces by (1) extending the
experimental characterization and theoretical
description of chemical reactions to encompass the
effects of condensed media and interfaces; (2)
developing a multidisciplinary capability for
describing interfacial chemical processes within
which the new knowledge generated can be
brought to bear on complex phenomena in envi-
ronmental chemistry and in nuclear waste proc-
essing and storage; and (3) developing state-of-
the-art analytical methods for characterizing com-
plex materials of the types found in stored wastes
and contaminated soils, and for detecting and
monitoring trace atmospheric species.

This research effort was initiated in 1989 as a pro-
gram of rigorous studies of fundamental molecu-
lar processes in model systems, such as well-char-
acterized surfaces, single-component solutions,
clusters, and biological molecules; and studies of
complex systems found in the environment
(multispecies, multiphase solutions; solid/liquid,
liquid/liquid, and gas/surface interfaces; colloidal
dispersions; ultrafine aerosols; and functioning
biological systems).

Our program aims at achieving a quantitative
understanding of chemical reactions at interfaces
and, more generally, in condensed media, compa-
rable to that currently available for gas-phase
reactions.  This understanding will form the basis
for the development of a priori theories for pre-
dicting macroscopic chemical behavior in con-
densed and heterogeneous media, which will add
significantly to the value of field-scale envi-
ronmental models, predictions of short- and long-
term nuclear waste storage stabilities, and other
areas related to the primary missions of the U.S.
Department of Energy (DOE).

The CS&D group has particular expertise in the
preparation and spectroscopic analysis of molecu-
lar clusters (S. D. Colson, D. Ray, S. W. Sharpe,
and L. S. Wang); ultrafast and nonlinear optical
spectroscopies (D. Ray, G. R. Holtom, and X. Xie);
ultrahigh resolution spectroscopy for measure-
ments of electronic and geometric structures and
dynamics (S. W. Sharpe and R. S. McDowell); sur-
face and interface structure, chemical reaction
dynamics, and kinetics (J. P. Cowin, W. P. Hess, S.
A. Joyce, B. D. Kay, and T. M. Orlando); ion-mole-
cule traps and storage technology (S. E. Barlow);
and specialized chambers and instruments for
chemical reactivity and analysis of atmospheric
aerosols (S. E. Barlow and R. S. Disselkamp).

Environmental Problems

Pollution prevention and remediation and resto-
ration of contaminated environments present
major scientific challenges because they require
information about the relevant chemistry and
physics at many scales: from spatial scales of
meters to kilometers and temporal scales of days
to hundreds of years that are important in the
field, to distances of 10–10 meters and times on the
order of 10–12 seconds that are important for proc-
esses at the molecular level.  Developing the
knowledge base needed to address the environ-
mental restoration issues of the DOE, as well as
aiding industry in minimizing its environmental
impact, requires understanding of the problems at
the field scale, identification of the important
processes at macroscopic scales, and more detailed
insight into mechanisms at microscopic scales
(from grain to colloid size) and molecular scales.
Our research is focused on the molecular scale in
order to develop a fundamental understanding of
molecules and their interactions in isolation and in
liquids, on surfaces, and at interfaces (condensed
media).

The focus of our research is defined primarily by
DOE’s environmental problems: fate and transport
of contaminants in the subsurface environment,
processing and storage of waste materials, cellular
effects of chemical and radiological insult, and
atmospheric chemistry as it relates to air quality
and global change.  The CS&D program is part of a
broader response by EMSL staff and programs to
the following problem areas:
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Fate and Transport of Contaminants in the Subsurface
Environment.  Past practices of DOE have resulted
in the discharge of chemical and radioactive mate-
rials into the environment at many DOE sites,
which has resulted in extensive contamination of
soils and groundwater.  The use of conventional
technology to remediate the unique mix of chemi-
cal and radioactive wastes at the DOE sites are cost
prohibitive, and new technologies are sought to
reduce the expense of remediation.

The development of improved technologies for
remediating subsurface contamination requires an
understanding of the factors that control how fast
the contaminants move (mass transport) and their
fate (degradation or reaction).  At the macroscopic
level, hydrologic processes (e.g., fluid flow
through porous media) and geologic processes
(e.g., sorption on soil particles) play important
roles.  At this scale, soil composition and hetero-
geneity have a profound influence on contaminant
fate and transport.  At the microscopic level it is
important to know the speciation of contaminants,
that is, the chemical form of the contaminant (e.g.,
the oxidation state of a metal and whether it is
complexed, or whether a contaminant is adsorbed
to a surface or not), the mechanisms for changing
between different species (adsorption/desorption,
redox chemistry, etc.), and the influence of
colloidal particles on transport and trans-
formation.  Molecular-level studies can provide
fundamental understanding and critical
information about microscopic mechanisms and
macroscopic processes.  For example, molecular
approaches can provide equilibrium constants,
reaction rate coefficients, and transport coefficients
that determine the partitioning of contaminants
between different phases, their speciation, and the
microscopic rates at which equilibrium is attained.

Processing and Storage of Waste Materials.  Fifty
years of production of defense-related nuclear
materials has generated large volumes (hundreds
of millions of gallons) of complex wastes that
contain large amounts of radioactive materials as
well as hazardous chemical wastes.  The process-
ing of these mixed wastes is one of the most diffi-
cult technical challenges faced by the DOE.  Proc-
essing tank wastes will require retrieval of the
wastes from the underground storage tanks;
physical separation of liquids from solids and
further processing of solids to remove liquids and
soluble compounds; and development of chemical

processes to separate specific radionuclides and
chemicals from the waste streams as well as to
destroy organic compounds.  Separations of
radionuclides is important to minimize the vol-
ume of highly radioactive wastes that will require
costly handling and storage.  It is also necessary to
remove species that may inhibit the formation of a
durable waste form or may generate toxic, diffi-
cult-to-handle off-gases (e.g., sulfates, halogens,
NOx, and volatile metals such as Cs, Pb, Hg, Rb,
Bi, Cd, Ag, and As).  Molecular-level studies will
provide fundamental information about the fac-
tors that control the binding of ionic species (e.g.,
metal cations, metal-oxide anions, etc.) to seques-
tering agents.  This fundamental information will
provide the basis for the design of new agents and
new processes for selective and efficient separa-
tions.

The long-term storage of much of the tank waste
will require converting it to a durable solid form.
The waste form must be able to dissolve substan-
tial quantities of wastes without significant loss of
durability; it must immobilize hazardous materi-
als for hundreds to thousands of years and be
resistant to leaching by water.  Most disposal
options for the tank wastes use glass as the final
waste form.  There are still unanswered questions
about the best formulation of the glass to meet
these requirements.  The high variability of the
composition of the tank wastes provides a major
challenge, since one formulation may not work for
all waste streams, although that is the current
baseline assumption.  Fundamental understanding
of the mechanisms of network forming in
amorphous materials and of glass dissolution will
provide the basis for design of new glass formula-
tions with desired properties.  Molecular-level
knowledge of the binding of contaminant species
in glass, and the polymerization and depolymeri-
zation reactions important in glass melts and in
the dissolution mechanism will provide insight
into the chemistry of these systems that will
improve our understanding of the microscopic
mechanisms responsible for phenomena such as
phase separation, enhanced dissolution with ionic
aqueous solutions, etc.

Cellular Effects of Chemical and Radiological Insult.
Development of science-based human and envi-
ronmental health guidelines requires a compre-
hensive understanding of the response of human
cells to insults from radioactive and toxic chemi-
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cals.  There is thus a critical need for fundamental
data on health effects as an integral component of
managing waste cleanup activities.  In the past,
animal and tissue studies furnished the primary
basis for understanding the adverse health effects
of toxic materials and for establishing regulatory
guidelines.  A new generation of risk assessment
will require a fundamental understanding of cru-
cial cellular mechanisms and processes  at the
molecular level to provide a more accurate
evaluation of risk and the establishment of genu-
inely protective statutes and standards.  This
mechanistic extension is required for both accurate
extrapolations at high dose levels in animal stud-
ies and the low exposure/dose levels needed to
set regulatory guidelines for humans.  The EMSL
focus in this effort is to provide the structural basis
at the molecular and cellular level for the mecha-
nisms.  To address these problems we have initi-
ated research in cellular processes involved in
genomic protection, cellular response to chemical
insults, and mechanistic investigations for the
basis of bioremediation.  The specific research
areas include:  The Structural Basis for DNA Dam-
age Recognition; Functional Micro-Spectroscopy
of Live Single Mammalian Cells; and Structural
and Mechanistic Investigations of Proteins
Involved in Bioremediation.

The critical research tools, many of which are
unique to the EMSL, are high-field liquid and solid
state NMR, EPR, high field Fourier-transform ion
cyclotron resonance mass spectrometry, laser
spectroscopy, novel microscopies, and advanced
computational capabilities.

Atmospheric Chemistry.  Understanding tropo-
spheric chemistry is key to DOE’s response to
national concerns about global change and the
effects of energy production and use on air qual-
ity.  Major public concerns include tropospheric
ozone levels, decreased visibility due to haze,
health effects due to inhalation of particulate mat-
ter and oxidants, and climate change (global
warming) due to modification of the radiative
properties of the atmosphere.  The development of
emissions standards and rational control strategies
requires a detailed knowledge of the physical and
chemical processes at work in the atmosphere.
The earth’s atmosphere is complex, consisting of a
multiphase mixture of gases, liquid cloud and pre-
cipitation droplets, solid ice crystals, and liquid
and solid aerosols.  Even though gas-phase proc-

esses in the atmosphere have been extensively
studied, a number of significant unanswered ques-
tions remain.  For example, the mechanisms of
oxidant formation in the troposphere remain
uncertain and the tropospheric chemistry of natu-
rally occurring (e.g. terpenes) and anthropogenic
organics  are poorly understood.  The role of het-
erogeneous atmospheric processes are even more
poorly understood; for example, heterogeneous
processes are now known to play an important
role in acid rain formation and Antarctic ozone
depletion, but they are not understood quantita-
tively, and the role of heterogeneous processes on
oxidant and aerosol formation in the troposphere
is even less well understood.  The lack of a fun-
damental molecular-level understanding of
important atmospheric processes greatly limits
our ability to model the impacts of emissions on
atmospheric chemistry, air pollution, and global
change, and to design effective control strategies
that have minimal impact on human activities.

The EMSL program in atmospheric sciences
focuses on the molecular chemistry of tro-
pospheric oxidants and aerosols, research areas
with significant impact on all of the major atmos-
pheric quality factors.  The research approach has
strong, integrated efforts in both experimental and
computational chemistry.  Important research
areas include condensed-phase chemistry, gas-
phase–aerosol interactions, and gas-phase chem-
istry.

Although the primary focus of the research pro-
gram is on understanding the role of emissions on
tropospheric chemistry, the fundamental knowl-
edge gained from this research will have an
impact on problems such as ozone depletion in the
stratosphere, halohydrocarbon effects on tro-
pospheric and stratospheric chemistry, and on
other atmospheric issues related to economic and
human health.

Problem Selection for Impact
on Environmental Needs

Care must be taken in the selection of the systems
to be studied and the types of information that
need to be obtained in designing a fundamental
science program which is expected to impact spe-
cific applications.  It is generally not sufficient just
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to do the correct type of fundamental science
research (e.g., surface chemistry, interfacial chem-
istry, development of sensitive spectroscopies,
etc.), but the data and understanding themselves
must be responsive to specific environmental
needs.  Thus, we use a combination of several
approaches to making these selections.

Multidisciplinary Collaborations:  Establishing col-
laborations with those working more directly on
environmental problems is one of the most direct
ways to select the most impactful research proj-
ects.  An example is Thom Orlando’s research
aimed at providing the DOE with information
needed to move old fuel rods from a water storage
basin to dry storage.  There is a concern about the
radiolytic generation of gases (hydrogen and oxy-
gen) from residual water.  This collaboration
helped focus our DOE work on radiochemistry
mechanisms and yields for water on oxidized sur-
faces.  There are numerous similar examples.

Materials Chemistry Selection:  Often it can be
established that particular chemical process in or
on particular materials are of broad importance.
Most environmental materials are found in an
oxidized form.  Hence, the emphasis on the
structure and chemistry of oxide materials, par-
ticularly when in contact with water.  Further-
more, the emphasis must be on naturally occur-
ring oxides (minerals or models of minerals such
as silicon, aluminum, and iron oxides) or materials
important to energy-related environmental prob-
lems (e.g., ZrO cladding of fuel rods).  This under-
standing leads to the design of the solid/liquid
and gas/solid interfacial chemistry components of
our program.

Chemical Processes Selection:  In some cases, the
types of chemical processes that are important to
addressing environmental needs have not been
addressed in the past with sufficient accuracy and
detail, or for the correct systems.  For example, the
design of separations agents for removal of radio-
active elements from complex solutions demands
a simultaneous understanding of the kinetics and
energetics of solvation, complexation, and
transport between different fluids for specific ele-
ments with specific ligands in specific fluids.  The
treatment of similar processes with idealized spe-
cies in simple (atomic) fluids is generally inade-
quate.  This analysis led to the selection of the
chemical processes and systems for study in our

work on molecular process in liquids and on liq-
uid interfacial chemistry and dynamics.

Capabilities Development:  One reason for the cur-
rent lack of important information is that the
demands derived from environmental needs often
exceed the present state-of-the-art.  The level of
theoretical precision for treating complex systems
must be advanced.   The theoretical approach for
treating new materials must be evaluated, requir-
ing benchmarking calculations and experimental
data.  The existing tools for physical and chemical
characterization of materials have been developed
around the study of conducting, not insulating
oxide, materials.  Examples such as these have led
to our work on model systems (e.g., clusters) and
on methods development which provides the
underpinning for the remainder of the D O E
program.  As an important added advantage, the
methods development work enables the broader
scientific community to join with the E M S L
scientists in addressing D O E’s environmental
problems by using or building upon these new
methods and capabilities.

Principal Research Areas

Molecular Processes in Clusters and Liquids.
Research in this area is aimed at providing a
molecular-level understanding of solvation and
reactions in simple and complex fluids as they
relate to remediation of complex wastes and con-
taminated soils and ground water.  A common
element in these environmental problem areas is
the need to understand molecular processes in
aqueous solutions.  Model systems, such as molec-
ular clusters and solid amorphous water, provide
an opportunity for detailed studies of solvation
and the effects of solvation on chemical reactivity,
and can provide information about intermolecular
interactions that lay the foundation for accurate
modeling of solution processes.  Studies in this
area provide detailed information about the fac-
tors controlling the rates of reactions in solution
that are important for the fate of contaminants in
aqueous environments, and information about the
factors influencing the selectivity of ligands for
specific ions that is important in developing sepa-
rations agents for use in waste processing.

Liquid Interfacial Chemistry and Dynamics.  Another
common element in the environmental problem
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areas is the need to understand molecular proc-
esses at the interface between aqueous solutions
and different organic solutions.  Some separation
processes for tank waste materials use organic liq-
uids to extract species from the aqueous waste
solutions.  The efficiency of separation process in
binary liquids can be significantly influenced by
molecular processes occurring at the liquid–liquid
interface, such as the interface activity of the
separation agent.  Molecular processes occurring
at liquid–liquid interfaces can also play important
roles in the transport of contaminants from
organic solvents (such as chlorinated hydrocar-
bons) into groundwater.  This is a newer element
of our program, and is driven by the need to
develop fundamental molecular information that
will improve waste separations processes and
provide knowledge about the partitioning of
waste species in different organic and aqueous
phases in soils contaminated with organic liquids.

Solid/Liquid and Gas/Solid Interfacial Processes.  It is
also crucial to understand molecular processes at
the interface between aqueous solutions and envi-
ronmentally important materials, such as aerosols,
minerals, and glasses, as these are central to
addressing fundamental science needs related to
contaminant fate and transport and waste immo-
bilization.  The adsorption of contaminants on and
incorporation in minerals in the soil can affect the
transport of contaminants in the subsurface envi-
ronment.  Mineral interfaces can also enhance
reactivity (e.g., environmental catalysis), leading
to the degradation or transformation of contami-
nants.  A knowledge of molecular processes at
solid/liquid interfaces is also important for under-
standing the stability of glasses proposed for
encapsulating high-level radioactive wastes.  Over
the long half-lives of the radionuclides, nuclear
waste glasses that come into contact with water
can dissolve, resulting in release of radioactive
material into the environment.

Energetic Processes in Condensed Phases.  This
research area focuses on obtaining a mechanistic
understanding of chemical transformations of
molecules and materials, be they driven by ther-
mal, radioactive, or optical sources.  Energetic
processes are important in the degradation of
nuclear waste glasses from radiolytic decay,  and
can drive chemistry occurring in solid and liquid
phases of tank wasters.  The use of laser tech-
niques for the characterization of waste materials

relies on an understanding of molecular processes
driven by optical sources.

Aerosol Photochemistry.  Understanding the proc-
esses that control the loading, geographical distri-
bution, and chemical and physical properties of
anthropogenic atmospheric aerosols is a basic
problem of atmospheric chemistry and is central
to key environmental issues affecting the nation’s
energy economy.  There is an emphasis in EMSL
on molecular processes in the gas phase and at
gas/liquid and gas/solid interfaces (droplets and
aerosols).  Our instrumentation and computational
capability have also been developed to support
investigations of gas-phase and interfacial proc-
esses, which are known to provide unique com-
putational and experimental challenges.  Exam-
ples of techniques that have been developed for
these purposes include interfacial second har-
monic generation, an analytical method in which
the entire signal arises from interfacial molecules,
providing information on the thermodynamic
driving forces that determine the rates of transport
of gas phase atmospheric species into aqueous
solutions representing rain drops or heavily
hydrated aerosols; and development of a novel
free-jet reactor, which can quantitatively measure
gaseous products resulting from aerosol surface
reactions over a wide range of temperatures and
pressures.  Apparatus is also being developed to
obtain IR absorption spectra and mass spectra of
gaseous species resulting from the reactions of
atmospheric gases with selected solids and solu-
tions, which will allow measurements of the rates
and products of interfacial reactions of atmos-
pheric gases as a function of the composition and
phase of the substrate material.  A temperature-
controlled aerosol chamber will also be installed in
which these same reactions can be studied on
aerosol particles themselves.  The advantage of
this combined approach is that the composition
and phase of the model solids and solutions can be
controlled with greater precision than can the
properties of aerosol particles, providing a sound
basis for the interpretation of the direct aerosol
reaction studies.

Molecular-Level Studies of Biological Systems.  Recent
advances in fluorescence microscopy, including
those made at PNNL, have made it possible not
only to detect single molecules at room tempera-
ture, but also to conduct spectroscopic measure-
ment and monitor dynamical processes on single
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molecules.  Recently we have also demonstrated
fluorescence imaging of single molecules by two-
photon excitation with a femtosecond Ti:sapphire
laser, which has the advantages that the excitation
volume is small, the penetration is deep, and
photodamage can be reduced for biological sam-
ples.  This offers the opportunity of viewing
chemical reactions in a living cell in real time.
Recently, the crystal structures of many membrane
proteins, such as light-harvesting proteins and
reaction-center proteins, have been solved.  In
contrast, our knowledge of how these proteins are
assembled in the membrane is extremely limited.
The formation of the photosynthetic membrane
during cell growth has never been directly moni-
tored on a single-cell basis, and the mechanism for
formation of other membrane proteins is also
unknown.  The advantage of photosynthetic pro-
teins is that they have naturally fluorescent chro-
mophores with distinct spectroscopic identities
that can be followed by optical measurements.
Previous spectroscopic measurements of photo-
synthetic bacterial growth have been done on
large ensembles of cells.  These averaged results
often preclude detailed information due to cell
heterogeneity.  Single-cell measurements are likely
to produce new information otherwise hidden,

and will open up many exciting possibilities for
probing cellular processes.

Capabilities Development.   This area of research is an
enabling activity required to keep the experi-
mental programs working effectively at the state
of the science.

1998

During 1998 the group has settled into the new
EMSL laboratories, and the research programs
have continued with minimal impact from the
move, as evidenced by the progress summaries
that follow, and the continuing production of
quality research and publications.

Two personnel changes have occurred this year in
the relatively stable group of CS&D staff.  Doug
Ray accepted the position of EMSL Deputy Direc-
tor, and will reduce his research activities in CS&D.
Effective Jan. 1, 1999, Sunney Xie was named Pro-
fessor of Chemistry at Harvard University; he will
continue here through the spring to insure a
smooth transition for his group.

Web Addresses

Pacific Northwest National Laboratory:
http://www.pnl.gov

William R. Wiley Environmental Molecular Sciences Laboratory:
http://www.emsl.pnl.gov
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2.  Reaction Mechanisms
at Interfaces

Structure and Reactivity
of Ice Surfaces and Interfaces
K. P. Stevenson,* Z. Dohnalek,*
R. L. Ciolli,† G. A. Kimmel,
R. S. Smith, and B. D. Kay

Supported by DOE Office of Basic Energy
Sciences.

*Postdoctoral Research Associate.
†AWU Undergraduate Student.

Amorphous materials are important in a variety of
scientific disciplines such as chemistry, physics,
materials science, and biology.  Amorphous solid
water (ASW) is of special importance for many
reasons, including the open question over its
applicability as a model for liquid water, and fun-
damental interest in the properties of glassy mate-
rials.1  In addition to the properties of ASW itself,
understanding the microscopic intermolecular
interactions between ASW and an adsorbate is
important in such diverse areas as solvation in
aqueous solutions, cryobiology, and desorption
phenomena in cometary and interstellar  ices.2

1. Controlling the Morphology
of Amorphous Solid Water

The growth and annealing temperatures are well
known to strongly influence the physical proper-
ties of ASW.  Nevertheless, conflicting results have
been reported for such fundamental properties as
the surface area, density, and porosity of ASW, and
remain unresolved.  We have investigated the
morphology of thin ASW films deposited by two
different methods: from highly collimated, effu-
sive H2O beams, and from ambient vapor.

The ASW films were characterized by their satura-
tion coverage of N2 at 26 K, measured by integrat-
ing the N2 TPD lineshapes obtained with a quad-
rupole mass spectrometer.  The information
obtained is analogous to that from N2 Brun-
auer–Emmett–Teller (BET) isotherm measure-
ments, but allows ASW films to be studied at tem-
peratures much lower than 77 K.  The N2 gas was
deposited normal to the surface using a supersonic
beam that was smaller than, and centered on, the

umbra of the ASW film.  The N2 uptake was inde-
pendent of incident angle.  At 26 K, the N2 will
adsorb on the surface of the ASW and in pores, but
it will not form multilayers on a flat surface.  We
have experimentally verified that N2 diffusion on
the surface and through the pores of the ASW
deposit is very rapid, ensuring uniform coverage
of the film.  The curvature of the pores locally
reduces the N2 vapor pressure, allowing multi-
layer adsorption (capillary condensation) in pores
below some maximum radius.  Therefore, the
amount of N2 adsorption is a measure of the acces-
sible surface area and pore volume of the film.
Water deposited at temperatures above 140 K
resulted in nonporous crystalline ice.  The area of
the monolayer N2 TPD signal from crystalline ice
was used as a reference state for normalizing the
N2 adsorption in ASW.

Figure 2.1 shows the amount of N2 adsorbed by
50-BL ASW films grown at 22 K on Pt(111) versus
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Figure 2.1.  Amount of N2 adsorbed by ASW films
versus Θ, the angle between the incident H2O
beam and the Pt(111) surface normal.  The films,
which were nominally 50 BL thick, were deposited
at 22 K.  The “film thickness” corresponds to the
number of bilayers that each film would have if it
were grown as a nonporous crystal.  The actual
height of the film depends on the number of
bilayers and the density, which varies with the
deposition angle.  The solid diamonds represent
ASW films grown using a collimated, effusive H2O
molecular beam.  The dashed line shows the
amount of N2 adsorbed by a 50-BL A S W film
grown at 22 K from a random background flux
formed by controlling the H2O partial pressure in
the vacuum chamber.
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the deposition angle, Θ.  The N2 adsorption by
ASW films grown with θ  ≤ 20° was similar to a
crystalline ice film.  However for θ > 30°, the
amount of N2 adsorbed by the A S W increased
dramatically, reaching a maximum near Θ = 70°.
At the maximum, the ASW films adsorb more than
20 times as much N2 as a crystalline ice film.  The
quantity of N2 adsorbed by the ASW is much
greater than would be expected from a simple
roughening of the surface, and indicates the for-
mation of a porous film.  We have also investi-
gated ASW films grown by filling the experimental
chamber with water vapor (background dosing).
In that case, the flux of water molecules striking
the surface has a cosine angular distribution.  As
indicated by the dashed line shown in Fig. 2.1, the
large N2 adsorption for A S W grown by back-
ground dosing is indicative of a highly porous
film and is most comparable to that obtained for
ASW grown at oblique angles.  Results similar to
those shown in Fig. 2.1 were obtained for O2 and
Ar adsorbed on ASW films, indicating  that the
ability to adsorb large quantities of gas depends
primarily on the morphology of the ASW.  It is
well known that the porosity of ASW and its abil-
ity to trap volatile gases depends on the growth
and annealing temperatures.  However, the data
in Fig. 2.1 show that the porosity and morphology
of ASW are also strongly dependent on the angular
distribution of the incident water molecules.

We estimate the ratio of N2 molecules adsorbed to
water molecules deposited in the ASW films at Θ =
70° or by background dosing to be 1:2.  This ratio
is consistent with volume filling of pores by capil-
lary condensation, and yields a density of
~0.6 g/cm3 for the ASW film, in good agreement
with earlier results.  In addition, the N2 TPD line-
shapes show evidence of capillary condensation
(data not shown).  ASW films grown at higher tem-
peratures or at normal incidence have densities as
high as 0.93 g/cm3.  The decrease in N2 adsorption
for Θ > 70° may result from the formation of larger
pores that can no longer be filled by capillary con-
densation at 26 K.  Alternatively, the ASW struc-
tures grown at very oblique angles may be struc-
turally weak, leading to some collapse of the films.

Figure 2.2 shows the N2 adsorption of ASW grown
at 22 K versus film thickness for various deposi-
tion angles.  For off-normal deposition angles, the
N2 adsorption increases approximately linearly
with film thickness.

The adsorption of N2 by the ASW films grown by
background dosing is greater than that of the cor-
responding ASW films grown with collimated
beams.  The linear increase in N2 adsorption, in
conjunction with the magnitude of the adsorption,
suggests that the pore structure in the ASW films is
highly connected, allowing the N2 to diffuse
throughout the ASW film.  In contrast, the amount
of N2 adsorption on ASW films grown at normal
incidence is nearly independent of film thickness
and similar to the amount of N2 adsorption on the
clean Pt(111) substrate, indicating denser films
without a connected network of pores.  In this
case, N2 adsorption occurs primarily on the exter-
nal surface of the film.

We also measured the N2 adsorption by 50-B L
ASW films as a function of the sample temperature
during H2O deposition (Fig. 2.3).  In all cases, N2

adsorption by the ASW films decreases with
increasing surface temperature.  For ASW films
grown at or near normal incidence, the decrease in
N2 adsorption versus temperature is small—these
films are nonporous, independent of growth tem-
perature.  However, for ASW films grown at
oblique angles or by background dosing, the
porosity and the N2 adsorption are strongly
dependent on temperature.  Above approximately
90 K, all ASW films, independent of the angular
distribution of the incident water molecules, have
essentially the same N2 adsorption as the crystal-
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Figure 2.2.  Amount of N2 adsorbed by ASW films
versus film thickness.  The films were deposited at
22 K.  Open symbols represent ASW films depos-
ited by collimated beams with Θ = 0°, 35°, 45°,
and 60°.  The filled circles represent the ASW films
grown using background H2O dosing.  Fitted lines
show a linear increase in N2 uptake with increas-
ing film thickness.
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line reference state at 140 K.  We have also found
that the porosity of ASW films grown at 22 K
depends on the annealing temperature and time,
in agreement with earlier reports that annealing
reduces the porosity of ASW.

The data in Fig. 2.3 show that the morphology of
vapor-deposited ASW is a complicated function of
both the temperature and the angular distribution
of the incident water molecules.  In addition to
these variables, the morphology of ASW may also
depend on the whether the water beam is super-
sonic or effusive.  Using supersonic expansions,
which leads to water cluster formation in the
beam, apparently produces porous ASW even at
normal angles of incidence.

Typically, BET isotherm measurements made with
N2 at ~77 K have been used to characterize the
apparent surface area of ASW.  However, since the
porosity is a very sensitive function of the thermal
history of the ASW, BET measurements should not
be used to study the very fragile, low-temperature
deposits.  Fig. 2.3 shows that the porosity of ASW
at low temperatures can be substantially higher
than at 77 K.  Furthermore, since the slope of the
curves in Fig. 2.3 is non-zero at the lowest tem-
perature of this study, ASW films grown at tem-

peratures below 22 K are likely to have even
greater porosity.  For ASW films grown by back-
ground dosing, the amount of N2 adsorbed corre-
sponds to an apparent surface area of ~2700 m2/g
at 22 K and ~640 m2/g at 77 K.  Mayer and Pletzer3

obtained a value of ~420 m2/g at 77 K using stan-
dard BET techniques.  The large apparent surface
areas we observe at low temperatures and oblique
angles of incidence result from both large internal
surface areas and N2 multilayer formation in the
pores of the ASW film.

Our observations can be qualitatively understood
using a simple physical picture based on ballistic
deposition.4  For ballistic-deposition simulations of
surface growth, randomly positioned particles are
brought to a surface with straight-line trajectories,
and the particles stop as soon as they encounter an
occupied site (“hit and stick”).  These models lead
to the formation of porous films whose morphol-
ogy is strongly dependent on the angle of deposi-
tion of the particles.  For off-normal deposition
angles, regions that are initially thicker by random
chance have higher growth rates and shadow the
regions behind, leading to the formation of a
porous film.  The shadowing effect increases as the
angle of incidence increases.  In these models, the
density decreases with the angle of incidence, in
qualitative agreement with our experimental
observations at low temperatures.  For back-
ground dosing, the shadowing effect also leads to
porous films with a different pore structure.  The
densification observed with increasing growth
and/or annealing temperatures is a result of
increased surface and bulk diffusion of the water
molecules.  Quantitative understanding of this
diffusive behavior requires detailed molecular
level information such as that provided by
molecular dynamics simulations.

Controlling the morphology of ASW by the meth-
od of deposition has important implications for
experimental studies concerning the physical and
chemical properties of ASW.  In astrophysical
environments, the morphology of A S W will
depend on whether it forms from a directional or a
diffuse source of water vapor.  Directional deposi-
tion may occur, for example, in the rings of Saturn,
where it has been proposed that water molecules
sputtered from the outer rings accumulate on the
inner rings.  Directional deposition of ASW can
also occur when a particle or body is passing
through a water cloud with a large relative veloc-
ity.  In other cases, such as the formation of com-
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Figure 2.3.  Amount of N2 adsorbed versus growth
temperature for 50-BL ASW films.  Open symbols
reflect ASW films deposited by collimated beams
with Θ  = 0°, 45° , and 60°.  The filled circles
represent the ASW films grown using background
H2O dosing.  The dotted lines through the data are
to guide the eye.  For the thin films and low
deposition rates used in these experiments, the
ASW film temperature and the Pt(111) temperature
are essentially identical (∆T << 0.1 K).
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ets, porous ASW may result when omni-directional
deposition of the water molecules occurs.

2. Substrate-Induced Crystallization of
Amorphous Solid Water at Low Temperatures

The crystallization of ASW, which is an important
process in the thermal aging and outgassing of icy
bodies in outer space, has been studied previ-
ously.5,6  These studies indicate that the crystalliza-
tion of ASW on heterogeneous substrates occurs
via a bulk nucleation and growth mechanism.5

Therefore, these substrates do not act as nucleation
sites for crystallization during deposition or dur-
ing the annealing of the ice film.  However, the
role of crystalline ice (CI) as a substrate in promot-
ing the ASW crystallization is unclear.  We show
that water deposited at low temperatures (<110 K)
and slow deposition rates (<0.1 bilayer/s) on CI is
amorphous, and the CI substrate acts as a nuclea-
tion site for the subsequent crystallization of the
amorphous phase upon heating.  We find that at
128 K the crystallization time for 10 bilayers (BL)
of ASW deposited on CI is ~1000 times shorter than
the crystallization time for A S W deposited on
Pt(111).  These changes of the ASW surface crystal-
linity occur at temperatures below those where
any appreciable water desorption occurs, and
were monitored using a new surface-sensitive N2

desorption “spectroscopy,” which is described
below.

The H 2O TPD spectra from 25 BL of H2O deposited
on Pt(111) at different substrate temperatures are
shown in Fig. 2.4.  Fig. 2.4a represents the TPD
from the film deposited at 22 K.  Low-temperature
growth results in the formation of ASW, as shown
in previous studies.  The characteristic feature of
the amorphous phase in the desorption spectrum
is the presence of a shoulder at ~158 K due to the
higher desorption rate of ASW as compared to CI
phase (Fig. 2.4b).  The difference between the ASW
and CI desorption rates is more easily seen in the
inset of Fig. 2.4.  The higher desorption rate of
ASW is a consequence of its metastable character,
and hence its higher free energy.  As the crystalli-
zation of the ASW film occurs (157–160 K), the H2O
desorption rate decreases to the desorption rate of
CI, and follows the zero-order desorption depend-
ence for higher temperatures.

Since the H2O TPD clearly distinguishes between
ASW and CI, we have used it to investigate the
affect of a CI substrate on the subsequent growth

of low-temperature-vapor-deposited ice.  Figure
2.4c shows the H2O desorption spectrum from a
thin film prepared by the initial deposition of 15
BL of H2O at 140 K to form a CI base, followed by
the deposition of 10 additional bilayers of H2O at
22 K.  Despite the fact that the H2O deposition at
22 K is expected to result in the formation of an
ASW film, the low desorption rate in the H2O TPD
shows only the presence of CI phase, analogous to
the spectrum of CI film in Fig. 2.4b.  However, as
mentioned earlier, two explanations are possible:
(1) the CI substrate acts as a template for the sub-
sequent growth of crystalline ice during low tem-
perature deposition, or (2) the low temperature
vapor deposited ice overlayer is amorphous, but
the CI substrate acts as a nucleation site, thereby
accelerating the crystallization of the ASW over-
layer.  The limitation of H2O TPD for investigating
the crystallization in this case is that prior to the
temperatures where desorption becomes appre-

Figure 2.4.  The H2O TPD spectra from the H2O
films deposited on a Pt(111) substrate at different
temperatures.  (a) 25 BL deposited at 22 K (ASW),
(b) 25 BL deposited at 140 K (CI), (c) 15 BL depos-
ited at 140 K (CI) followed by 10 BL deposited at 22
K (ASW).  The spectra are offset for clarity.  The
inset shows a superposition of spectra (a) and (b)
to indicate the higher desorption rate of A S W
compared to CI.
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ciable (>140 K), significant crystallization may
have occurred.  To avoid the high temperature
annealing of the ASW layer we utilize a surface-
sensitive method that is based on the low tem-
perature desorption of N2 monolayers physisorbed
on H2O surfaces.

The N2 TPD spectra from the surfaces of the H2O
films described in Fig. 2.4 are shown in Fig. 2.5.
After the deposition of the ice films, the sample
temperature was set to 26.5 K and the ice films
were exposed to the N2 beam until a saturation
(monolayer) coverage was achieved.  The N2

desorption spectra from ASW (Fig. 2.5a) and CI
(Fig. 2.5b) are readily distinguished.  Two signifi-
cant differences are observed: (1) the maximum of
the desorption peak shifts from 31.5 K for ASW to
35.5 K for CI, and (2) the integrated N2 TPD area
from the CI surface decreases by ~30% compared
to that of ASW.  The shift in the peak desorption
temperature suggests that the physisorbed N2 has
a slightly higher binding energy on the CI surface
as compared to the ASW surface.  The higher sur-

face area of the ASW film may be attributed to the
formation of slightly rougher surfaces due to sig-
nificantly slower H2O surface diffusion at low
temperatures.

As shown in Fig. 2.5c, the N2 desorption from a 10-
BL H2O film grown at 22 K on a 15-BL CI substrate
yields a desorption spectrum that is identical to
the spectrum from the ASW film grown at 22 K on
Pt(111) (Fig. 2.5a).  This is in contrast with the
result presented in Fig. 2.4c, which shows the H2O
desorption rate corresponding to that of the CI
phase.  Based on the similarity of Fig. 2.5c and Fig.
2.5a, we conclude that the H2O film deposited on
the CI substrate at 22 K is amorphous.  We have
also investigated the growth of H2O overlayers at
higher temperatures.  The N2 desorption spectra
indicate that for temperatures less than ~110 K the
films deposited on CI are amorphous as well.  The
subsequent crystallization of the ASW is acceler-
ated by the presence of the CI substrate, and
occurs at a temperature below the onset of any
appreciable H2O desorption (T < 140 K), as con-
firmed by Fig. 2.4c.

As illustrated in Fig. 2.6 the N2 TPD lineshape can
be used to determine the crystallinity of the ASW
surface as a function of annealing time.  For this
data, a 10-BL ASW film was deposited on 15 BL of
CI and subsequently annealed at 128 K for a
period of time, after which it was cooled to 26.5 K,
dosed with a monolayer of N2, and then heated to
obtain the N2 TPD spectrum.  The same film was
then further annealed at 128 K and the process
was repeated.  In this way, a series of N2 TPD spec-
tra was obtained for partially crystallized surfaces.
The complete set of spectra in Fig. 2.6a demon-
strate a decrease in the intensity of A S W peak
(~31.5 K) and an increase in the intensity of CI
peak (~35.5 K) with increasing annealing time,
showing the gradual crystallization of the surface.
All the spectra intersect at a single isobestic point
(~33.5 K) that is generally associated with the exis-
tence of two interconvertible species which have
overlapping spectra.  Therefore the N2 TPD spectra
of partially crystallized surfaces can be expressed
as a linear combination of the ASW and CI spectra
weighted by their corresponding fractions:

s(T,χ) = (1 – χ) sASW(T) + χ sCI(T),

where sASW and sCI  represent the temperature-
dependent spectra of the ASW (Fig. 2.6b) and CI
(Fig. 2.6c) surfaces, respectively, and χ is the frac-

Figure 2.5.  The N2 TPD spectra from 1 ML of N2

physisorbed on 25 BL of H2O adsorbed at differ-
ent temperatures as described in Fig. 2.4.  (a) 25
BL deposited at 22 K (ASW), (b) 25 BL deposited
at 140 K (CI), (c) 15 BL deposited at 140 K (CI)
followed by 10 BL deposited at 22 K (ASW).  The
spectra are offset for clarity.
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tional area of the surface corresponding to the CI
spectrum in Fig. 2.6c.  Figures 2.6d–i show the fits
(solid lines) to the experimental data (open circles)
as well as the partial fractions (dotted lines) of the
crystalline and amorphous spectra for a represen-
tative subset of measurements.  Excellent agree-
ment is found between the fits and the data, dem-
onstrating that N2 TPD provides a sensitive meth-
od for the quantitatively study of the crystalliza-
tion of ASW surfaces.

The comparison of the N2 TPD spectra of the film
crystallized at 128 K (Fig. 2.6c) and the CI film
grown at 140 K (Fig. 2.5b) shows a significant
decrease in the intensity of the low temperature
shoulder (~30 K) for the ice grown at 140 K.  The
differences in the spectra suggest that the CI
grown at 140 K is more ordered than the C I
obtained by annealing at 128 K.  This observation

is consistent with previous studies, which suggest
that CI produced by annealing ASW in this tem-
perature range has a significant amorphous com-
ponent.

The converted surface fraction, χ(t), of ASW films
(10 BL) on CI (open circles) and Pt(111) (filled cir-
cles) substrates as a function of annealing time at
128 K is shown in Fig. 2.7.  The crystallization of
ASW film on a CI substrate shows a dramatic
acceleration compared to the crystallization of
ASW on Pt(111) substrate.  Only small changes in
the converted fraction (<0.10) of the ASW film on
Pt(111) are observed within the time that leads to
complete crystallization of the ASW film on the CI
substrate.  We estimate that the crystallization of
10 BL at 128 K would take ~1000 times longer
compared to the crystallization of 10 BL of ASW on
the CI substrate.

Figure 2.6.  The N2 TPD from 1 ML of N2 adsorbed at 26.5 ± 0.5 K on the H2O film prepared as described in
Fig. 2.4c (10 BL of ASW/15 BL of CI/Pt(111)) as a function of annealing time at 128 K.  Fig. 2.6a shows the
set of N2 TPD spectra vs. annealing time, exhibiting an isobestic point at ~ 33.5 K.  In the Figs. 2.6b–i, the
open circles represent the experimental points, solid lines represent the fit of spectra by a linear combina-
tion of the initial (Fig. 2.6b) and final (Fig. 2.6c) spectra with their partial fractions shown as dotted lines.
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In general, during the crystallization two proc-
esses occur: (1) formation of the nucleation
embryos, and (2) their subsequent growth.  Each
step is associated with a kinetic barrier towards
the formation of the thermodynamically favored
crystalline phase.  The increase of the crystalliza-
tion rate observed on the CI substrate is attributed
to the fact that the CI substrate acts as a 2-dimen-
sional nucleation center.  Hence, the crystallization
rate is determined by the rate of propagation of
the ASW/CI interface (i.e. the growth of the crys-
talline phase).

The converted fraction as a function of time, χ(t),
(Fig. 2.7) gives us valuable information about the
crystallization process.  If the ASW/CI interface
propagated layer by layer through the film, then
χ(t) would be a step function.  Instead, χ(t) is sig-
nificantly broadened, suggesting that the ASW/CI
interface is rough.  Some of the width of χ(t) may
be due to initial roughness of the CI substrate
and/or the ASW overlayer.  However, the width of
χ(t) probably also has contributions from stochas-
tic roughening of the interface as the crystalliza-
tion proceeds.  We are currently conducting fur-
ther experiments on the thickness and tempera-
ture dependence as well as simulations to investi-
gate these issues and to extract the activation
energy for the growth of the crystalline phase.

In summary, we have used N2 TPD from a mono-
layer of N2 physisorbed on H2O surfaces to inves-
tigate the crystallization of amorphous solid water
(ASW) at low temperatures.  The changes in the N2

desorption spectra are directly proportional to the
changes in the crystallized fraction of the ASW sur-

face.  The H2O films deposited on crystalline ice
(CI) substrate at temperatures below ~110 K are
amorphous.  Upon annealing, the CI substrate acts
as a 2-dimensional nucleus for ASW crystalliza-
tion, and hence the crystallization is not limited by
the kinetic barrier associated with the formation of
bulk nucleation embryos as on heterogeneous
substrates.  Instead the crystallization rate is lim-
ited only by the barrier associated with the propa-
gation of the ASW/CI interface.  This results in a
dramatic increase of the crystallization rate (~1000
times at 128 K) of ultrathin (10 B L) A S W film
deposited on CI compared to the rate of bulk crys-
tallization observed for the film deposited directly
on a Pt(111) substrate.
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Carbonaceous material in the earth’s atmosphere
arises from both natural emissions such as global
biomass burning, and anthropogenic sources such
as fossil fuel combustion.  The average annual
global source of particulate carbon has been
recently estimated1 to be as high as 24 Tg/yr, and
represents a significant fraction of the atmos-
phere’s particulate loading.  Soot, also referred to
elemental carbon, has been observed to comprise
15–20% of the total carbon present in rural areas
and 20–60% at urban locations.2  An understand-
ing of soot chemistry is important, since it may

Figure 2.7.  The isothermal crystallization of the
surface of 10-BL thick ASW film on CI (open cir-
cles) and Pt(111) (filled circles) substrates at 128 K.
Solid lines are provided to guide the eye.



Chemical Structure and Dynamics 1998 Annual Report

2-8

effect tropospheric ozone concentration and influ-
ence the partitioning of nitrogen oxides.   In our
investigations we have focused on the ability of
soot to deplete ozone.

Static aerosol samples are created within an
atmospheric simulation chamber having a diame-
ter of 20 cm and a length of 1 m.3  The chamber has
been Teflon coated to enable oxidant species to be
studied.  A White multiple-reflection absorption
cell within the chamber has been interfaced to an
FTIR spectrometer, providing an absorption path
length of ~10 m and a trace gas sensitivity of ~10
ppm.  Experiments were performed using a four-
step procedure.  First, the chamber was evacuated
and a background spectrum collected.  Next,
ozone was introduced into the chamber.  Spectra
were then collected at regular time intervals, and
finally a soot aerosol was generated by rapidly
expanding a powder through two stainless-steel
wire mesh screens (100 and 320 mesh) and into the
chamber.  The screens aided de-agglomeration of
the soot particulate material, creating a finely-dis-
persed aerosol sample.  After each experiment it
was necessary to clean the chamber, accomplished
by removing the White cell from the chamber,
introducing a cleaning solution into a rod inserted
in the chamber, and using deionized water at high
pressure to remove particulate debris from the
chamber walls.  A pump located at the base of the
chamber was used to remove spent cleaning solu-
tion.  Mechanical pumping was employed to dry
the chamber, and the White-cell was then rea-
ligned within the chamber.

Figure 2.8 shows infrared spectra collected (a)
before and (b) after the addition of soot to the
chamber.  Absorption features arising from the ν3

2350-cm–1 band of CO 2, the ν2 1850 cm–1 bending
mode of water, and the ν3 1050 cm–1 asymmetric
stretching mode of ozone are seen.  The increasing
extinction with increasing wavenumber in (b)
arises from the absorption and scattering of light
by the soot aerosol.  An analysis of many spectra
collected before and after the addition of soot to
the chamber yields time-dependent O3 and CO2

partial pressures, and is shown in Fig. 2.9.  The
small decrease in O3 partial pressure prior to soot
addition demonstrates that the chamber is chemi-
cally inert with respect to O3 decomposition.  After
the addition of soot, however, O3 partial pressure
is dramatically reduced, whereas CO2 pressure
shows a corresponding increase.  The quantity of

CO2 generated relative to the O3 consumed is 2:1,
so a reaction consistent with this observation is

2 O3 + O2 + 4 C(soot) → 4 CO2.
The role played by molecular oxygen in this reac-
tion is unknown, but it has been suggested that it
may be a reaction intermediate obtained by stabi-
lizing radical sites present at the surface of soot.4

By varying soot concentration within the chamber,
a reaction order with respect to soot of 1.5 was
obtained.

The likelihood of atmospheric ozone depletion to
occur on soot can be assessed if it is assumed that
Degussa FW2 soot material is a good surrogate for
atmospheric soot.  The soot concentration used in
our experiments was ~1 × 10–6 gm/cm3, compared
to a typical atmospheric background concentration
of 1 × 10–12 gm/cm3.  Hence the rate of ozone
decomposition in the atmosphere will be 109 times
slower than our measured rate, or ~4 × 107 days.
Since the tropospheric ozone lifetime is only ~30
days, no significant ozone destruction due to
ozone–soot chemistry is expected.

Figure 2.8.  Infrared spectra (a) before and (b)
after the addition of 24 mg of Degussa FW black
carbon soot to the chamber.  Note disappearance
of O3 and increase of CO2 absorption.
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The Structure of
Iron Oxides Surfaces
S. A. Joyce and S. A. Chambers*

Supported by DOE Environmental Management
Science Program (EMSP).

*EMSL Interfacial and Processing Science.

Heterogeneous reactions on metal oxide surfaces
are central to a better understanding of numerous
environmental problems, ranging from the trans-
port of pollutants through soils to the catalytic
destruction of toxic chemicals.  The scanning tun-
neling microscope (STM) is capable of imaging
solid surfaces and molecular adsorbates with
atomic-scale resolution.  As a real space probe, the
STM can directly determine the role of surface
structure, especially at defects such as steps,
vacancies, etc., in the adsorption and heterogene-
ous chemistry of molecules on surfaces.  Many
surfaces of relevance to environmental chemistry
are, however, unsuitable for detailed studies due
to the insulating nature of many materials, the
lack of large, single-phase crystals, and/or diffi-
culties associated with surface preparation.  Our
approach has been to use bulk single crystals,
either natural or man-made, when available, and
to use thin film epitaxy for those systems where
bulk materials are not suitable.

We have continued our examination of epitaxially
grown magnetite (Fe3O4) films.  The presence of
reduced iron in Fe3O4 allows this material to con-
vert toxic pollutants such as hexavalent chromium
and halogenated hydrocarbons into less harmful
species.  Fe3O4(001) grown on MgO(001) substrates
were studied.  MgO, an insulator, was chosen as
the substrate due to a near perfect lattice matching
(better than 0.3%) with Fe3O4.  Magnetite adopts a
spinel crystal structure.  One third of the iron is in
the 2+ oxidation state, with the tetrahedral sites
occupied exclusively by Fe3+ and the octahedral
site occupied by both Fe3+ and Fe2 +.  Along the
(001) direction, the structure can be viewed as
alternating sheets of tetrahedral sites and octahe-
dral sites.  The separation between these sheets is
~1 Å, so that the separation between like sheets
(i.e., tetrahedral to tetrahedral) is 2 Å.  An impor-
tant question is whether the surface is terminated
by one type of sheet or by a mixture of both.
Based on numerous STM experiments, only step
heights of 2 Å or integral multiples thereof have
been observed.  This is consistent with a model

Figure 2.9.  O3 and CO2 partial pressures, before
and after soot addition.  Time = 0 corresponds to
the moment when 24 mg of Degussa FW2 soot
was introduced into the chamber.  The solid line
corresponds to treating the decay of O3  as a
pseudo–first-order process with τ = 56.8 min.  The
dashed line is the modeled CO2 production using
the same time constant and the reaction

2O3 + O2 + 4C(soot) → 4CO2.
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where the (001) surface is terminated exclusively
by either a tetrahedral or an octahedral sheet, but
not by both.

The nature and detailed atomic scale structure of
the surface can be determined from high resolu-
tion STM studies.  A c(2×2) reconstruction of Fe3O4

(001) is observed with both STM and diffraction
measurements.  This reconstruction can be ration-
alized using simple energetic considerations.  The
ideal surfaces for either termination are high-
energy structures, due to an imbalance in the
number of occupied and unoccupied dangling
bonds on the surface.  The surface atoms can rear-
range to minimize or eliminate this imbalance.  At
least two inequivalent structures give rise to a bal-
ance (i.e., autocompensation) of the dangling
bonds, either by removing every other iron from
the tetrahedral sheet or by removing oxygens and
oxidizing some of the Fe2+ sites in the octahedral
sheets.

A high-resolution image of the reconstructed sur-
face is shown in Fig. 2.10.  The most notable fea-
ture of this image are the bright protrusions which
cover the surface in a c(2×2) pattern.  From many
previous experimental and theoretical studies of
tunneling on metal oxide surfaces, it has been
shown that the metal cation sites appear as

protrusions, whereas the oxygen anion sites
appear as depressions.  Given this and the obser-
vation that there is only one protrusion per unit
cell, we interpret the STM image as arising from
the reconstructed tetragonal termination.

As mentioned, a number of environmentally rele-
vant processes result from the energetic accessibil-
ity of the Fe(II)/Fe(III) redox couple in the natural
environment.  An additional consequence is the
facile interconversion between different forms of
iron oxide.  Under even mildly oxidizing condi-
tions, α-Fe2O3, hematite, is the thermodynamically
favored form.  In hematite, all the iron is in a 3+
oxidation state, and the crystal structure is corun-
dum, where the iron occupies octahedral sites.
Under reducing conditions, Fe3O4 is favored.  A
third phase is γ-Fe2O3, maghemite, which adopts a
spinel structure nearly identical to Fe3O4, with iron
vacancies in the octahedral sites.  Previous work
by us and others has shown that the hematite (001)
surface can be converted to the magnetite (111)
surface by sputtering and annealing.  Sputtering of
metal oxides is generally reducing due to the pref-
erential removal of oxygen.  We have annealed the
magnetite (001) surface in oxygen and found that
after prolonged oxidation, the c(2×2) surface con-
verts to a (3×1) symmetry.

An STM image of Fe3O4 (001)(3×1) is shown in Fig.
2.11.  Dark rows can be seen running along the
diagonals; these rows are separated by three unit
cells, hence the 3×1 designation.  Note that the
rows run in orthogonal directions on terraces
separated by a single height step.  As with the

Figure 2.10.  STM image of a Fe3O4(001) surface
with a c(2×2) reconstruction.  Scan range 30 nm ×
30 nm; tunneling conditions, –1.5V/nA.

Figure 2.11.  STM image of a Fe3O4(001) surface
with a (3×1) reconstruction.  Tunneling conditions,
–1.5V/nA.
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c(2×2) surface, all step heights are 2 Å.  As the cat-
ions appear as bright protrusions, we interpret the
dark rows as cation vacancy sites.  This recon-
struction is consistent with a highly ordered mag-
hemite (001) surface, as the difference between
Fe3O4 and Fe2O3 is one iron vacancy in every three
unit cells.  For this ordered maghemite, only the
octahedral sheet is autocompensated.

Reference
1.  S.A. Chambers and S.A. Joyce, “Surface Termi-
nation, Composition and Reconstruction of Fe3O4
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Photoionization of Liquid
Water Using a Newly-Constructed
Liquid Beam Source
R. G. Tonkyn, N. Petrik,*
S. E. Barlow, and T. M. Orlando
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*Visiting Scientist.

A liquid-beam/droplet source (LDS), designed to
produce micron-sized beams of homogeneous liq-
uids and heterogeneous solutions in a high vac-
uum, has been constructed.  The jet is formed by
forcing liquid through a 10–100 µm diameter pin-
hole into a large evacuated chamber.  The beam is
pointed directly at a large cryopump a few centi-
meters away that condenses most of the liquid.
The small size of the beam combined with the low
background pressure (~10–5 Torr for water) is
designed to permit free (or nearly free) evapora-
tion of the liquid.  This allows in principle the
direct study of the liquid interface without the
usual interferences due to collisions with the
vapor.  Furthermore, the surface is continually
replenished.  Rapid evaporation of the liquid pro-
duces a significant temperature gradient via
evaporative cooling, which can be exploited to
vary the temperature under study by translating
along the beam.  At right angles to the beam a
skimmer samples the vapor through several stages
of differential pumping into a quadrupole mass
spectrometer.  A differentially-pumped time-of-
flight photoelectron/photoion  spectrometer pro-
trudes into the beam chamber for direct photodes-
orption or photoemission studies of the jet.  The
instrument design is shown in Fig. 2.12; Fig. 2.13 is

an image of a liquid water beam 2–3 mm down-
stream from a 10-µm nozzle.

In proof-of-principle experiments, the liquid jet
was irradiated with the focused 266-nm output
(0.07–3.8 mJ/pulse) of a Nd:YAG laser (5-ns, 20-Hz
pulses), and the positive ions produced during
irradiation were collected, separated, and detected
by the differentially pumped time-of-flight (TOF)
mass-spectrometer.  The TOF spectra (Fig. 2.14)
contains several peaks which we tentatively assign
as H+, H2

+, O+, OH+, and  H2O+.  Our  assignment
suggests that we see signal both from directly ion-
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Figure 2.12.  Liquid beam source chamber.

Figure 2.13.  Liquid beam at 2–3 mm from the
nozzle.  The measured diameter of the beam is 7
µm.  The nozzle has a 10-µm aperture.
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ized liquid as well as photoionization of water
ejected into the gas phase by ablation.  Experi-
ments utilizing higher-energy photons at much
lower energy density should be more easily inter-
preted.  Future work will utilize 193-nm and 157-
nm light from an excimer laser, as well as a newly
constructed laser-based vacuum ultraviolet source
near 100 nm.  These experiments will allow us to
probe the valence band structure as well as the
dissociation and photoionization dynamics of liq-
uid water.

A Soft-Landing Ion Beam
for Re-Creating Ionic Interfaces
J. P. Cowin and M. J. Iedema

Supported by DOE Office of Basic Energy
Sciences.

Ionic processes take many forms, and ion beam
methods have long been used to conduct and
understand these processes.  Yet a class of very
common ionic systems, solutions containing ions,
has seldom found direct use for ion beams.  Ion
beam sources should in principle be excellent for
re-creating condensed systems, which then could
be used for study by a wide variety of bulk and
surface analytical methods.  But this requires ion
beams that are well mass-selected and very clean
(low neutral flux), intense (1–100 nA), include
important solution-phase ions (H3O+, NH4

+, OH–,
NO3

–, alkali ions, etc.), and have very low energy
(0.5–5 eV) to prevent impact-induced chemistry.
These are extreme restrictions.  To meet these
needs we built a unique ion source in collabora-
tion with Professor Barney Ellison at the Univer-
sity of Colorado, Boulder.

Figure 2.15 shows the ion source, which is exten-
sively differentially pumped.  Figure 2.16 shows
the current at the target as the mass selector is
scanned, for increasing pressures of pure D2O
vapor in the nozzle.  These resemble typical
“cracking patterns” expected for electron impact
ionization at low pressure.  At higher D2O nozzle
pressures, ion–neutral collisions in the jet convert
D2O+ to D3O+; similarly, we can make ammonium
ions (NH4

+).  We have made 10–70 nA beams this
way.  Secondary electrons from the electron
impact also can interact with the electronegative
molecules in the neutral jet to create negative ions,
such as OH–, Cl–, and NO3

–.

Figure 2.14.  Time of flight MPI spectrum of a liq-
uid water jet.  The fourth harmonic of a Nd:YAG
laser at 255 nm was the ionization source.

Figure 2.15.  Schematic of ion source.
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The ion beam operates at 300–400 eV, and must be
decelerated to 1 eV before hitting the target.  A
simple approach was chosen: a parallel field
geometry from a 300 line-per-inch double mesh to
the target, placed nearly touching a plate with a
hole, which decelerates the beam without space-
charge problems.  The measured current stays
constant up to the last volt, then drops off over a
0.8-eV fwhm—the “ion beam stopping curve.”  By
biasing the target at the beam voltage minus 1 eV,
ions deposit on the target at 1 eV.  As any surface
film charges, the target bias is changed to correct
for effects of work-function change.

A convenient condensed phase is another need,
where we can employ vacuum-based surface ana-
lytical methods and the vacuum-based ion beam.
If the temperature is reduced sufficiently,  solvent
vapor pressures drop to manageable levels.  This
approach is not limited to crystalline ice solvents:
many solvents, including water, can be grown epi-
taxially in glassy states.  Above a characteristic
glass temperature, these amorphous solvents are
true liquids.  Below the glass temperature (about
135 K for water), many processes, like charge
transfer, are expected to proceed much as they

would in a high-temperature liquid, but with the
advantage that the ion/substrate can be put into
well-determined initial states, with control over
both distances (normal to the surface) and solvent
composition, including abrupt phase boundaries.

Applications of the soft-landing ion beam typically
follow the approach seen in Fig. 2.17, showing the
simple case of a nearly ideal glass.  We deposit
ions on top of a 37-monolayer film at 30 K and
monitor their position using a non-contact work-
function probe.  We observe their motion near 90
K as we ramp the temperature upward, at a tem-
perature close to that expected from the known
temperature-dependent viscosity.  The results are
in good agreement with the ion mobility predicted
by the Stokes-Einstein law and the known viscos-
ity of 3-methylpentane.

Figure 2.16.  Current at target as a function of
mass number, for increasing nozzle pressures of
D2O vapor.

Figure 2.17.  Film voltage as a function of tempera-
ture for a 37-ML film of amorphous 3-methylpen-
tane with D3O+ ions deposited on top.
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Soft-Landed Ion Study of Water
J. P. Cowin, M. J. Iedema,
A. A. Tsekouras,* et al.
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Water is one of our most fundamentally important
materials.  We created our ion source with the
study of ionic processes in water as a major goal.
One obvious target was proton transport in water
ices.  In the process of our studies, we also set out
to confirm some fundamental properties of water
ices (crystalline or amorphous) that standard
monographs on water suggest are well under-
stood.  We found our studies provided some sig-
nificant surprises, forcing a re-assessment of basic
water properties.

1. Immobility of Protons in Water Ice
from 30 to 190 K.1

With the collaboration of K. Wu*
and G. B. Ellison.†

*Postdoctoral Research Fellow.
†University of Colorado.

The anomalously fast motion of hydronium (H3O+,
D3O+) in water is often attributed to the Grotthus
mechanism, in which the hydronium proton tun-
nels from one water molecule to the next.  This
tunneling is particularly relevant to proton trans-
port under restricted geometries, e.g., biological
“proton wires” and stratospheric ice chemistry.
Hydronium transport in ice is thought to be
closely related to its transport in liquid water.
Controversies persist: some claim ice’s ordered,
equivalent sites permit tunneling even at 0 K; oth-
ers see non-zero activation energies for
hydronium motion in ice.  It had not been previ-
ously possible to dope ice with pure hydronium
ions, or track their motion directly.  Here we suc-
ceed using a soft-landing hydronium ion source,
showing that hydroniums do not move at temper-
atures up to 190 K in crystalline ice.

Water’s hydrogen-bonded network must disrupt
to solvate or transport ions.  Figure 2.18 shows H-
bonding in a thin film.  Normally each water
hydrogen-bonds with four neighbors.  Three
hydroniums were initially placed on top of the
film.  At right, a proton has hopped via the
Grotthus mechanism four monolayers down.

We prepared targets by depositing D2O or H2O
films 0.2–1.5 µm thick on a Pt(111) single crystal,
yielding single-crystal ice above 140 K.  Figure
2.19  shows ∆V for D3O+ ions deposited on D2O ice
at 33 K, then ramped up in temperature.  The ini-
tial film voltage, 11.7 V for the 20 nC deposited, is
consistent with ε = 2.3 and the ions initially stay-
ing on top of the film.  The voltage stays nearly

Figure 2.18.  Sketch of hydrogen bonding in a thin
film.

Figure 2.19.  Film voltage as a function of tempera-
ture for D3O+ ions deposited on D2O ice.
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constant up to 100 K, then drops in steps at 110,
150, and 200 K.  Near 150 K, ε should become
“active,” increasing to over 100, accounting for
this large voltage drop.  Substantial water desorp-
tion begins around 180 K.  The 200-K drop is
caused by desorption of the last of the water, and
a work function change of +0.6 V.  The lack of
large voltage changes below 150 K shows that
hydronium does not move from 33 to 120 K, and
probably to 150 K,  even in a 1.1 × 107 V/m field.

To probe hydronium motion above 150 K, we
deposited substantially more ions at temperatures
between 140 and 165 K, where the dielectric con-
stant is large.  Data for ice grown at 165 K is
shown in Fig. 2.19.  If the ions don’t move, the
voltage should vary as 1/ε(T).  For T ≥ 160, ε varies
as 1/T, predicting a voltage proportional to T.
Figure 2.19 shows that the work function does
increase linearly with T, until water desorption
near 200 K.  Thus hydronium does not move in ice
from 33 to 190 K.  We sandwiched ions inside of
crystalline ice films,  and saw no evidence of any
surface trap.  No mobility is the case for both D3O+

in D2O and H3O+ in H2O.

The absence of the Grotthus mechanism is easy to
accept: tunneling long distances should only work
if the potential is periodic.  But normal ice is pro-
ton-disordered, destroying the periodicity.  Fur-
ther, the hydronium ions should self-trap in a
polarization well.

2. Ferroelectricity in
Proton-Ordered Water Ice.2

With the collaboration of K. Wu,* M. Dresser,†

D. Doering,§ W. P. Hess, and B. Rowland.*
*Postdoctoral Research Fellow.
†Washington State University.
§Associated Western Universities.

Water ice in its familiar form (ice I , either hexago-
nal or cubic) is well ordered with respect to the
oxygen positions and in that all hydrogens are
hydrogen-bonded to the oxygens of neighboring
molecules.  But this still allows an infinity of water
dipole orientation patterns.  Thus ice is proton-
disordered, even at 0 K, due to the sluggish ability
of the molecules to re-orient.  To date no one has
truly (in our opinion) made fully proton-ordered
ice I.  In this study we make slightly proton-
ordered ice and critique two other studies that
claim to have made proton-ordered ice I.

Fully proton-aligned water ice I, with all the water
dipoles exactly aligned (ice I-cubic) or nearly so
(ice I-hexagonal) has long been sought experimen-
tally.  Several groups (Somorjai and Shen at Uni-
versity of California, Berkeley, via sum-frequency
measurements; and Whitworth at University of
Birmingham via electrical studies and neutron dif-
fraction) have reported or implied fully aligned ice
I forms.  We independently found a tendency for
vapor-deposited ice films (either amorphous or
crystalline) to become proton aligned.  This was
evident by an apparent charging of the ice films
even without deposited ions, with negative out-
ward.  We find the alignment to be very slight:  as
shown in Fig. 2.20, at 0 K we have about 2% of the
protons aligned, and this drops as 0.016 ×
exp(–T/27).  This effect had been observed in the
1970s by Kutzner, and by Onsager and coworkers.
The asymmetry of the growing solid–vacuum
interface allows a net dipole per monolayer to
occur.  The large drop in alignment near 128 K is
due to the turn-on of amorphous water’s dielectric
screening; the rise peaking at 140 K is due to the
ice growing crystalline above 135 K.  The effect
then decreases above 140 K as the dielectric con-
stant of crystalline ice begins to have an effect.  We
quantitatively assessed the data from the other
groups, and conclude that Somorjai and Shen’s ice
is only very slightly aligned, and possibly by the
same mechanism as ours.  Whitworth’s ice we
conclude could not be ferroelectrically aligned,

Figure 2.20.  Fraction of dipoles oriented in water
ice as a function of temperature.
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though possibly antiferroelectric.

3. Highly Proton-Ordered Water Ice.
With the collaboration of K. Wu,
Postdoctoral Research Fellow.

We measured two extraordinary properties of ice
films, which may be explained by the formation of
highly proton-aligned ice.  We grew ice films at
160 K, where they should be fully crystalline and
aligned with the Pt(111) substrate.  Upon these we
deposited Cs+ or D3O+ ions.  From the voltage rise
vs. charge, it is clear that the dielectric constant
was fully active at 160 K, and as expected had a
value between 100 and 200.  As shown in Fig. 2.21,
the film voltage created by the ions increases with
temperature linearly with T above 160 K (until the
water desorbs).  This is expected, as the dielectric
constant should vary as 1/T.  Two unusual things
are observed as we drop the temperature (before
any heating above 160 K): (1) the voltage decreases
as T drops to 30 K, and we see it reversibly go
back up, with no observable time constant (less
than a few seconds at most) over the entire tem-
perature range.  No pure ice sample has previ-
ously shown such an active dielectric constant
below 150 K, and even hydroxide-doped ice

becomes inactive below 70 K.  (2) The voltage can
be precisely fit as T2.  This implies that the dielec-
tric constant goes as 1/T2.

What leads us to believe that the ice is proton-
aligned is the numerics :  at the bias voltage created
by the ions, for the dielectric constant of ice at 160
K, each monolayer of water must be about 1/4
aligned, just to create the field to shield the field
induced by the bare ions.  This fact, combined
with the remarkable electrical properties above,
prompt our conclusion, which awaits additional
confirmation.  The activity to 30 K also suggests
that hydrogen-bond defects (L or D) must be
mobile in this ice to as low as 30K.

4. Field-Dependent Motion of
D-Defects in Water Ice.1

Figure 2.22 shows D and L defects, which are mis-
directed hydrogen bonds that put either two or
zero protons between two adjacent oxygens
instead of the usual one.  These D/L defects facili-
tate the re-orientation of water molecules, creating
water’s high solvation power and dielectric con-
stant.  D/L defects moving under the influence of
an external field flip water orientations. They have
an effective charge of ±0.38 |qe|, regarding the
external field changes generated by their motion-
induced water dipole re-orientations.  Also shown
is a D-defect created by a deposited hydronium.

We have studied crystalline ice films grown at 140
K, dosed with D3O+ ions at 30 K, then T-ramped.
The initial film voltages were from 10 to 30 volts,
and initial coverages were from 600 to 5060 mono-

Figure 2.21.  Film voltage as a function of temper-
ature for Pt(111) dosed with D2O and Cs+ at 160 K. Figure 2.22.  D and L defects in water ice.
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layers thick.  No ion diffusion was found.  The
voltage fall-offs had different shapes, but formed a
continuous family vs. electric field strength when
plotted in a normalized fashion.  The fall-off  near
150 K is the expected onset of ice’s dielectric
constant due to formation of L/D defect pairs.
The drop near 120 K we identify as due to 1–1.5 D-
defects per hydronium deposited becoming
mobile and moving through the ice.  Given their
effective “charge” of 0.38 |qe|, the 1/3 to 1/2
voltage drop is immediately understood.

The temperature of the “120-K” drop is very field-
dependent.  The half-point temperatures of that
drop extrapolated to zero field is 124 K, and the
field for 0 K mobility is 1.6 × 108 V/m.  The  field
dependence implies that an ion in solution can
induce proton flipping far away from itself, with-
out thermal activation of the water.

5. Amorphous Water:
Two Unexpected Properties

We have observed irreversible dielectric responses
in amorphous ices.3  Figure 2.23 shows 30-K
deposited amorphous D2O ice films with Cs+ and
D3O+ ions on top.  As the temperature is ramped,

the film voltages  irreversibly disappear near 50 K,
much lower than the expected 135 K!  This is a
purely dielectric effect, as hexane/water sandwich
studies show.  Figure 2.23 shows that this fall-off
can be progressively pushed up to near 120 K by
pre-annealing the ice to similar temperatures.
This behavior is understood in terms of fluffy,
stressed amorphous ice irreversibly compacting
and annealing, which allows water molecule ori-
entations to flip in response to any co-existing
fields;  a useful effect for future work on ionic/
electron experiments.

We have also discovered that there is no ion
motion in amorphous ice above the glass tempera-
ture.  The mobility of an ion under a field is
approximately inversely proportional to the vis-
cosity of the medium, so we can use ion motion to
measure whether amorphous water above its glass
temperature is a true liquid.  Figure 2.24 shows
that in deuterated amorphous ice both D3O+ and
Cs+ are immobile from 30 to 40 K; above that, the
transient turn-on of the dielectric constant
obscures any ion motion.  But Fig. 2.25 shows ice
films where higher initial voltages were placed

Figure 2.23.  Dielectric response of amorphous ice:
effect of pre-annealing.

Figure 2.24.  Dielectric response in deuterated
amorphous ice.
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(30–70 V, on, ~2000-ML films).  This makes easily
measurable the voltage that persists after the
dielectric constant turns on, provided the ions stay
on top of the ice film.  The lowest  curve shows a
60-ML film biased initially to a few volts, the
“zero” for these comparisons.  For glass tempera-
tures 135–165 K, we would have expected the ions
to move, if it were a true liquid.  Curious fluctua-
tions associated with dielectric phenomena are
seen.  But the ions stay on top, as the voltages do
not drop to the zero (thin film) curve.  Near 165 K,
where the amorphous ice crystallizes, a spike in
the film voltage appears.  Ions under their self-
generated field gradient should be hundreds of
times more mobile than neutrals in a liquid.  Eith-
er the amorphous ice is not a true liquid above 135
K (as some feel), or the ions nucleate the crys-
tallization around the ion at a lower temperature.
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Separation processes for ionic species, like Cs+,
from complex mixtures (such as Hanford tank
waste), or in biological transfer of ions across
membranes, involve moving an ion from a well-
solvated aqueous region into an organic medium
with poorer solvation.  This has been the focus of
several theoretical studies at PNNL and elsewhere.
We have begun studies of this using the soft-
landed ion source.  Since our previous work for
ions in water ices has shown near-zero motion in
either crystalline or amorphous water up to 200 K,
we do not look for transport of ions across a thick
water film into an organic medium.  Instead, we
introduce ions on top of an organic layer, and then
look at the ability of small amounts of added
water to inhibit the motion of the ion.  The water is
expected to alter the motion in two ways.  At sub-
monolayer amounts of water, illustrated in Fig.
2.26, we anticipate that the water molecules will
form a water–ion complex.  This will increase the
size of the ion, and will thus slow it down by
increasing its viscous drag.  We should then
expect to measure, via the amount it has slowed,
the hydration state of the ion.  The hydration
number of the ion ought to vary with the amount
of water deposited and the thermal history.  A
second effect occurs for thicker water films: here
the ion becomes hydrated fully in the water film.

Figure 2.25.  Showing immobility of ions in amor-
phous ice above Tglass.

Figure 2.26.  Ion motion into organic film, vs.
hydration state.
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We expect the energy of the ion to be lowest if it
remains in the aqueous layer, and we should see
no ion motion.

Figure 2.27 shows data for 60-ML films of methyl
cyclohexane (MCH), which has a glass temperature
of 85 K.  Upon it is placed water in increasing
amounts, then hydronium ions.  Contrary to what
we might expect based on the lack of hydronium
mobility in thick water films, it made no difference
up to at least 10 ML of water whether the ions
were added on top of or under the water film.  As
the samples were ramped in temperature, we see
strong effects due to the water.  First, the low-
temperature ion motion seen at these high fields
disappears by the time 1 ML of water has been
added.  Also, the rapid fall-off at near 100 K is
shifted upward in temperature.  Finally, the
curves develop a tail extending to 120 K.  The plot
of temperature of the maximum slope vs. water
shows a plateau between about 0.5 and 1 ML of
added water, of 3 K.  Then for more water added,
a very large shift occurs.  The large shift for more
than 1 M L  of water is much too great to be
accounted for by a simple increase in ion size.  The
plateau may be due to such a shift.

Figure 2.27.  Results for 60-ML films of MCH.



Chemical Structure and Dynamics 1998 Annual Report

3-1

3.  High-Energy Processes
at Environmental Interfaces

Characterization of
Nanocomposite Materials
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TiO2 in its anatase form is far less well understood
than the rutile modification.  However, recent
applications of colloidal anatase in novel photo-
chemical solar cells, the high mobility that anatase
affords n -type charge carriers, and the
metal–nonmetal transition in the impurity band of
reduced anatase thin films have increased interest
and investigations.1,2  Several researchers attribute
primary photoactivities in TiO2 and TiO2 compos-
ites to the anatase crystal phase.

One such composite, Pt/TiO2, is used as a photo-
catalyst and photoelectrode for the decomposition
of water.3,4  Recently, researchers have explored
the synthesis of Pt/TiO2 nanocomposite thin films
using rf magnetron co-sputtering of Pt and TiO2.5

The unique optical and chemical properties of
these nanocomposites arise from quantum size
effects of the embedded nanoparticles in the
matrix, or from surface effects between the
nanoparticles and the matrix.  At low concentra-
tions of Pt, it was found that the Pt is deposited as
PtO2 or in a Pt–Ti–O complex.  After annealing,
metallic Pt in the form of nanoparticles was
observed via transmission electron microscopy
(TEM).  Only TiO2 in the rutile form was observed
with Pt nanoparticles created by co-sputtering.

We have synthesized the Pt/TiO2 nanocomposite,
but from single bi-combinant target materials
using pulsed laser deposition (PLD).  In dramatic
contrast to the co-sputtering study, X-ray photoe-
lectron spectroscopy (XPS) surface analysis and

TEM diffraction analysis of PLD samples indicate
that at all concentrations, metallic Pt is deposited.
Further, from x-ray diffraction (XRD) analysis it
was observed that both the anatase and rutile
forms of TiO2 are synthesized after annealing.  At
the same time, XPS depth profiling of a nanocom-
posite sample displays a homogenous thin film
with constant atomic concentrations and chemical
states.

Pt/TiO2 bi-combinant targets with 5%, 10%, and
20% Pt by weight were created from platinum
powder and 99.9% anatase, sintered at 900°C.  The
third harmonic (355 nm) of a Nd:YAG laser is util-
ized as an ablation source, generating intensities of
1.7, 3.4, and 5.7 J/cm2. The experimental PLD
chamber consists of a planetary support system
which holds and rotates the bi-combinant targets
during the ablation process.  The 300–400 nm thin
films are deposited at ambient temperature on
quartz substrates.  Both “as deposited” and
“annealed” sample thin films were analyzed inde-
pendently.

It was found that optimal nanoparticle formation
and film growth occur in an oxygen environment
of ~0.01 Torr.  To understand the effects of laser
intensity and target composition on the chemical
states and distribution of Pt on the thin films,
comprehensive XPS surface surveys of all samples
were conducted. In all cases, only the metallic
form of Pt was detected.  Figure 3.1(a) summarizes
these results.  In “as-deposited” films the Pt/Ti
surface ratio is more strongly dependent on the
initial %Pt in the target than on laser intensity.  In
the annealed samples, the Pt/Ti surface ratio
decreases, but is more or less constant for all
targets and intensities.

This decrease in the Pt/Ti surface ratio in
“annealed” samples represents an absolute drop
in the surface concentration of metallic Pt, reflect-
ing an interfacial interaction involving TiO2 during
matrix crystallization, which drives Pt below the
boundary detectable by surface XPS.  XPS depth
profiling (from surface to substrate) of this
annealed Pt/TiO2 nanocomposite thin film is
shown in Fig. 3.1(b).  Consistent with the surface
survey, the XPS depth profile of metallic Pt in
terms of estimated atomic concentration can be
summarized as rising from near zero at the surface
to ~5% throughout the nanocomposite thin film.
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Figure 3.2 shows the X R D spectrum of the
“annealed” Pt/TiO2 nanocomposite thin film,
indicating that the predominant crystal species is
anatase TiO2.  A significant amount of rutile TiO2

is also visible, with broader peaks than the ana-
tase, indicating smaller particle dimensions.  The
large breadth of the crystal Pt peak near 2θ = 40 is
characteristic of nanocrystals.  An “annealed” thin
film created under similar conditions from a target
of 99.9% anatase is >95% anatase.  As the laser
intensity decreased, the ratio of anatase to rutile
TiO2 decreased in all samples containing Pt, with

TiO2 becoming completely rutile in thin films cre-
ated at 1.7 J/cm2.  It was also observed that rutile
particle formation only occurs in the presence of
Pt metal.

TEM images were obtained for both “annealed”
and “as-deposited” nanocomposite thin films cre-
ated under these latter conditions, Fig. 3.3.  The
image has been processed to enhance the diffrac-
tion effect caused by a single electron as it transits
the nanoparticle.  The cross-hatched pattern repre-
sents two different crystal planes within an appar-
ently cubic structure (Pt has a cubic crystal struc-
ture).  The dominant pattern displays a plane
separation of  d(Å) = 2.27, in good agreement with
standard Pt(111) pattern analysis.  The weaker
pattern was observed on the edge of instrument
resolution; it  displays d(Å) ~ 2.00–1.92, compared
to the standard Pt (200) pattern of d(Å) = 1.96.

UV-visible spectra of the “as-deposited” thin films
show nearly complete absorption, a result of TiO2

defects which are removed through annealing.
Shown in Fig. 3.4(a) are the spectra of “annealed”
nanocomposite films, where a is the absorption
coefficient and ∆E is the bandgap.  The optical
bandgap can be estimated by extrapolating the
linear portion of the curve to  a2 = 0.  For the ana-
tase film, we obtain a value of ∆E = 3.15 eV, which
compares favorably with recent literature values

Figure 3.1.  (a, above) Summary of XPS surface
surveys.  Errors bars indicate a 12% and 10% con-
fidence limit for “annealed” (dotted lines and
open markers) and “as-deposited” (solid lines and
markers) sample values, respectively.  (b, below)
Depth profiling was begun at the surface of thin
films where adventitious carbon, C(1s), is
observed, and ended at the substrate surface with
the appearance of Si peaks.  Here, the thin film
was produced from the 20% Pt bi-combinant tar-
get at an intensity of  5.7 J/cm2.  From left to right:
C(1s), O(1s, SiO2), O(1s, TiO2), Ti(2p3), Pt(4f7), Si
(2p3).  Throughout, constant-area peak signals and
atomic concentrations of the components were
recorded.  The deformation in the Ti(2p3) peaks
results from known X-ray induced state changes.

Figure 3.2.  The wide angle XRD spectrum of an
annealed pure TiO2 thin film (dotted line) displays
the extremely strong and narrow crystal anatase
peaks, which are readily apparent as the domi-
nant species. The spectrum of a Pt/TiO2 nano-
composite thin film (solid line) produced from the
20% Pt bi-combinant target at an intensity of 5.7
J/cm2 again shows the predominant crystal spe-
cies is anatase.



Chemical Structure and Dynamics 1998 Annual Report

3-3

for single crystal anatase.  The  bandgap estimates
for Pt/TiO2 films created from the 5% and 10% Pt
targets (2.9 eV and 2.8 eV, respectively) show little

relative variation in relation to Pt concentration
and an absolute change from the TiO2 thin film
bandgap that might be expected from impurity
doping alone.  In contrast, the bandgap for the
nanocomposite film synthesized from the 20% Pt
target shows a dramatic drop of  >26%, to less
than 2.3 eV.  It should be noted that while this
nanocomposite film exhibits an optical bandgap at
>540 nm in the green portion of the visible spec-
trum, no clear optical absorption peak was
observed here.  A small absorption cross-section
for surface plasmon resonances of Pt nanoparticles
is indicated.

Displayed in Fig. 3.4(b) is the photoluminescence
of this Pt/TiO2 film, recorded at T = 24 K, with the
300-K background subtracted.  For comparison,
the anatase film spectrum is also shown (dotted
line).  Broad-band emission is produced only by
the Pt/TiO2 nanocomposite film as observed
680–800 nm, and is not seen in the pure anatase
film or the other Pt/TiO2 films.  Similar emission
was previously observed from high concentration
(Pt/Ti = 0.18) co-sputtered Pt/TiO2 nanocompo-
site films with Pt nanoparticles 5–10 nm in diame-
ter.6  in that study, a large feature that peaked at
700 nm (fwhm ~70 nm)  was recorded with a trail-
ing edge ending at ~800 nm, apparently highly
dependent on nanoparticle size.

Under the conditions of these experiments, depos-
ited Pt concentrations are more strongly depend-
ent on the initial %Pt in the target than on the laser
intensity.  However, only the PLD of the 20% Pt
target at a laser intensity of 5.7 J/cm2 produced a
nanocomposite thin film detectable via XRD, indi-
cating the presence of an energetic process neces-
sary for nanoparticle formation.  Recent research
into the evolution of ablation plumes with various
gases and pressures suggests that the 0.01-Torr O2

found optimal here for nanocomposite film syn-
thesis is too low to provide a collision frequency
sufficient for nanoparticle formation in the PLD
plume.7

However, nanoparticles may grow via rapid sur-
face diffusion.  TEM shows that Pt nanoparticles
are present before annealing.  A mechanism in
which Pt clusters are created in the plume, then
deposited, and through surface diffusion rapidly
form nanoparticles seems probable.  In terms of Pt
nanoparticle formation, the primary role of higher
laser intensity during ablation appears to be in
providing sufficient translational energy to ejected

Figure 3.3.  A T E M enlargement of a single Pt
nanoparticle.

Figure 3.4.  (a, above) The U V-visible spectra of
“annealed” nanocomposite thin films (laser inten-
sity = 5.7 J/cm2) plotted as the square of the
absorption coefficient vs. energy. (b, below) Pho-
toluminescence emission of Pt/TiO2 thin film
nanocomposites at T  = 24 K.  The anatase film
(dotted line) is displayed over the same range.
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Pt so that Pt clusters of a requisite size, and thus
capable of acting as nanoparticle precursors, can
reach the substrate surface.  This seems consistent
with a recent model for ablation plume propaga-
tion, splitting, and nanoparticle formation dynam-
ics.  The initial morphology of deposited Pt
(atoms, clusters, particles) and TiO2 (continuous
film, particles) affecting their matrix interaction
during thin film formation is currently under
investigation.

In conclusion, nanocomposite films can be created
with the anatase form of TiO 2 being the dominant
crystal structure.  The Pt nanoparticles are ~30 nm
in diameter and homogeneously distributed.
These thin films exhibit an optical bandgap below
540 nm and photoluminescence emission  680–800
nm.  It appears that an interfacial or surface
state(s) between the homogeneously dispersed Pt
nanoparticles and the TiO2 matrix produce new
energy levels within the bandgap of TiO2.
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Environmental samples are often difficult to ana-
lyze for possible contamination, requiring sophis-
ticated analytical techniques.  Some of these tech-
niques rely upon laser ablation as a primary
means of vaporization and/or ionization.  They
include matrix-assisted laser desorption/ioniza-
tion (MALDI) and laser assisted mass spectrometry
(LAMS).  Generally, nanosecond lasers have been
used as the irradiation source for laser desorption
and ablation; however, many of the key processes
(i.e., electron/hole–pair recombination, trapping,
electron/phonon interactions, etc.) involved in
laser/solid interactions occur on a sub-nanosec-
ond time scale.  An important first step in optimiz-
ing methods based on laser desorption/ablation
lies in the understanding of these fundamental
processes.  The goal of this research effort is to
study how these important aspects are involved in
energetic desorption of ions from surfaces during
and after laser/solid interactions, where the solid
material is usually an environmentally relevant
wide-band-gap material, such as magnesium
oxide, calcium carbonate or sodium nitrate.

We use time-of-flight mass spectrometry (TOF-MS)
to study the ions desorbed from an MgO or CaCO3

crystal following fs and ns UV laser irradiation.  In
a typical experiment, a freshly cleaved (in air) 1 × 1
× 0.2-cm sample of single crystal MgO(100) or
CaCO3 is mounted on the sample holder in an
UHV apparatus.  The freshly cleaved and baked
samples are irradiated with UV laser pulses that
illuminate the sample at an angle of incidence of
60° with respect to the surface normal.  Positive
ions are extracted and accelerated into the Wiley-
McLaren TOF-MS, and detected with a micro-
channel plate assembly.  Two different laser sys-
tems are employed in this experiment, providing
either nanosecond or subpicosecond pulses.  Sub-
picosecond UV pulses are produced in an ampli-
fied femtosecond titanium-sapphire (Ti:sapphire)
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based laser system operating at a fundamental
wavelength of 795 nm.  A cw pumped, mode-
locked Ti:sapphire oscillator, producing <100-fs
pulsewidths at a repetition rate of 82 MHz, is used
to seed the Ti:sapphire amplifier (pumped at 20
Hz by the frequency-doubled output of a Q-
switched Nd:YAG laser), which increases the
energy of the femtosecond pulses to ~10 mJ/pulse
in a regenerative and linear double-pass amplifier
arrangement while maintaining pulsewidths of
~130 fs.  The amplified output is doubled and tri-
pled in KDP crystals producing up to 1.1 mJ/pulse
at 265 nm.

Figure 3.5 depicts a series of time-of-flight mass
spectra from MgO recorded using UV nanosecond
pulses over a fluence range of 1–15 mJ/cm2, where
the illuminated surface area was estimated to be
0.28 cm2.  No other significant features, other than
the ones depicted, are found in the TOF spectra.
The two largest peaks, occurring at ~6.5 and 8.5 µs,
are identified as Mg+ and MgO+, respectively.  A
small feature at 7.1 µs remains unidentified, but
has a m/z ratio (28) consistent with (MgO2)2+.  The
data show two distinct trends with increasing flu-
ence.

The first is a transition from a fluence region
dominated by the desorption of MgO+ to a region
where Mg+ has the largest contribution.  At the
lowest nanosecond fluence studied here (~1
mJ/cm2), MgO+ is the only detected desorption

product.  This trend is similar to that reported by
Kreitschitz et al.1 for desorption products from
MgO following 193-nm irradiation (17-ns pulse-
width).  At low fluences MgO+ dominates and at
roughly 3–4 mJ/cm2 Mg+ signal begins to grow in;
as the fluence continues to increase the relative
ratio of MgO+ to Mg+ decreases dramatically and
approaches unity over this range of fluence.  There
is no clear trend in the increasing versus decreas-
ing fluence data, indicating that little surface
modification has occurred during the experiment.
The Mg+ yield has a P2 dependence, while the
MgO+ has a P4 dependence, implying different
desorption mechanisms, or possibly different ini-
tial sites needed for these two species.

The second notable trend found in Fig. 3.5 is the
initial breadth of the TOF features and broadening
and shifting of Mg+ and MgO+ peaks with increas-
ing fluence.  Additionally, it is found that with
increasing fluence the arrival times (defined as the
peak of the distribution) of the Mg+ peaks decrease
by as much as 80 ns while broadening from a
fwhm of 60 ns to 175 ns.  This is seen on Fig. 3.5 as
the broadest (but not the most intense) peak asso-
ciated with MgO+.  The initial shape and dynamic
evolution of the TOF profiles as a function of flu-
ence will require additional investigation to clarify
the mechanism; however, the spreading of the dis-
tribution likely results from electrostatic interac-
tions between the particles (positive ions) them-
selves and perhaps the surface.  Ermer et al.2 have
studied the photoelectron emission from MgO
which accompanies positive-ion emission follow-
ing 248-nm (30-ns pulsewidth) irradiation, and it
is suggested that complex Coulombic interactions
exist between the desorbing positive ions and the
photoelectrons.

Figure 3.6 displays the time-of-flight spectra
recorded following subpicosecond exposure.  The
fluence range covered here extends from ~0.3–1.1
mJ/cm2, where the illuminated surface area is
~0.21 cm2.  Several significant differences between
the nanosecond spectra shown in Fig. 3.5 and the
subpicosecond spectra shown in Fig. 3.6 are seen.

First, the addition of H+ and Mg2+ to the mass spec-
tra in the subpicosecond excitation case is signifi-
cant.  The appearance of Mg2+ by itself is not sur-
prising, as it may be rationalized in terms of an
enhanced state of ionization present at the surface
during or subsequent to the intense subpicosecond
irradiation.  However, the unexpected appearance

Figure 3.5.  A series of time-of-flight mass spectra
from MgO recorded using 3-ns, 266-nm laser
pulses (sum of 2500 laser shots/trace) over a flu-
ence range of 1–15 mJ/cm2.  Only a portion of
each TOF spectra is represented, as no other sig-
nificant features are found to be present in the
TOF spectra.
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of H+ is interesting.  The MgO surface could
possibly contain a sufficient quantity of hydro-
genated sites as to account for the observed H+

signal.  A hydroxylated surface may result from
dissociative adsorption of water on the freshly
cleaved surfaces prior to mounting and baking in
the vacuum assembly.  Recent synchrotron X-ray
photoemission studies of the reaction of water
with MgO(100) at 300 K by Liu et al.3 conclude
that water dissociatively adsorbs on MgO at defect
sites initially, and subsequently on terrace sites
present on cleaved surfaces, forming a hydroxy-
lated surface on which additional waters may
physisorb.

The minimal broadening of the peaks in Fig. 3.6
compared to the extensive broadening found in
Fig. 3.5 is also noteworthy.  This lack of broaden-
ing of the main assigned features allows for the
detection of many “satellite” peaks found on
either side of Mg2+ and Mg+.  These unassigned
features remain the focus of our current experi-
mental thrusts, and plans are underway to per-
form similar desorption measurements in an ion
trap mass spectrometer to insure that these unex-
plained features are not the result of an experi-
mental artifact.  Finally, the surprising observation
that the initial detection-threshold for desorption
is roughly equivalent (within a factor of 2 or 3
rather than the orders of magnitude change that
might be expected based upon a multiphoton
absorption description) for both nanosecond and

subpicosecond exposure, strongly suggesting a
similar “initiation” step for both conditions which
depends on fluence and not irradiance.
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We use Fourier transform infrared (FTIR) absorp-
tion spectroscopy to study the photodynamics of
matrix isolated acetyl chloride irradiated at 248
nm and 266 nm, and to determine the product
structures.  Significant changes in IR band center
frequencies and integrated intensities are observed
for hydrogen-bonded molecules such as H2O and
HCl.  Frequency bandshifts and absorbtivity
enhancements can be used as a probe of intermo-
lecular bonding in matrix-isolated photoproduct
complexes.  By using the HCl bandshift as a probe,
we can assign structures to product complexes in
various matrices.  Previously, polarized infrared
spectroscopy was used to study the orientation of
HCl•ketene complexes in argon matrices.  We
argued that the complex structure is roughly T-
shaped, with the hydrogen of HCl bonded to the
methylenic carbon of ketene (Fig. 3.7).  Structure  1

Figure 3.6.  Series of summed (2500 shots) time-of-
flight mass spectra generated by a irradiating a
MgO surface with 265-nm, subpicosecond laser
pulses over a fluence range of 300 µJ/cm2 to 1.1
mJ/cm2.   Only the relevant portion of TOF spectra
are shown for clarity.  The ringing present at early
times results from scattered UV laser light striking
the surface of the microchannel plate detector.
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also corresponds to the most stable dimer geome-
try predicted by ab initio calculations.1 however,
another stable hydrogen-bonded dimer geometry
exists.  This second structural minimum involves
the hydrogen of HCl bonding to the oxygen of
ketene.  Here, we assign the structures of
HCl•ketene complexes for the 248-nm and 266-nm
photoreaction of acetyl chloride in xenon and
argon matrices.

We deposit matrix-isolated thin films of acid chlo-
rides onto KBr and BaF2 substrates cooled to about
20 K by a closed-cycle helium cryostat.  The
matrix-isolated samples have a concentration of
300:1 argon to acid chloride.  All acid chloride
samples were obtained from commercial vendors
at stated purities of 99% or greater.  Matrix-iso-
lated deposits are irradiated at 248 nm and 266
nm, using the emission from an excimer laser or
the fourth harmonic of a Nd:YAG laser.  Infrared
spectra are collected at a resolution of 2 cm–1

before and after irradiation at 248 and 266 nm.

For argon matrix-isolated acetyl chloride irradi-
ated at 248 nm, the IR band of the HCl•ketene
dimer is centered at 2686 cm–1 (Fig. 3.8).  This
absorption band has previously been assigned to
the HCl stretch of structure 1.2  Other experimen-
tal evidence to confirm the assignment of the
dimer geometry is the center frequency of the
ketene C=O stretch band at 2142 cm–1 (Fig. 3.9)
that is identical to that of argon matrix-isolated
non-complexed ketene.3  Thus, we would expect
the C=O center frequency to be shifted if structure
2 were formed.  The lack of frequency shift of the
C=O stretch band is attributed to the lack of

hydrogen bonding to the ketene oxygen (structure
1).

We find distinct differences between HCl•ketene
spectra in argon versus xenon matrices.  Spectral
differences between the argon and xenon samples
are due in part to different intermolecular bonding
in HCl• ketene complexes that we will show to
correspond to structures 1  and 2 .  In a xenon
matrix, HCl IR bands are observed at 2696 cm–1

and 2798 cm–1.  Similarly, two ketene C=O stretch
bands are observed at 2142 cm–1 and 2134 cm–1.
The HCl and C=O stretch bands at 2696 cm–1 and
2142 cm–1 are assigned to structure 1 as observed
in argon matrices.  The HCl and C=O stretch
bands at 2798 cm–1 and 2134 cm–1 are attributed to
structure 2  as observed in xenon matrices.
Experimental and calculated frequency shifts for
structures 1 and 2 are given in Table 3.1.

The effects of hydrogen bonding on vibrational
modes have been experimentally and theoretically
studied,4,5 and show a general trend that correlates
hydrogen-bond strength to shifts in infrared fre-
quencies and band intensities.  Generally, the
greater hydrogen-bond strength, the greater the
red shift of IR band centers, the greater the inte-
grated IR intensity, the greater the molecular bond

Figure 3.7.  Structures 1 and 2 of the HCl•ketene
complexes.  IR spectra assigned to both structures
1 and 2 are observed in xenon matrices; only IR
bands assigned to structure 1 are observed in
argon matrices.  Structures are as calculated in
Ref. 1.

Figure 3.8.  Infrared difference spectra of the HCl
region in HCl• ketene complexes following 248-nm
irradiation of acetyl chloride in argon (a) and in
xenon (b) matrices.  The HCl band centers
assigned to structures 1 and 2 are marked.
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length, and the lesser the hydrogen-bond length.
These trends have been observed in the ab initio
electronic structure study of the complexes dis-
played in Fig. 3.7.1

As seen in Table 3.1, the 206 cm–1 red shift from
calculated frequencies of free to complexed HCl
agrees well with our measured red shift of 202
cm–1.  Furthermore, no hydrogen bonding occurs
on the oxygen of structure 1, which results in no
change between the matrix-isolated and observed
dimer frequencies at 2142 cm–1.3   The assignment

of structure 2 to the HCl•ketene complex found in
xenon matrices is based on comparing experimen-
tal red shifts of the HCl and ketene C=O stretches
to calculated values.  The HCl IR bands are red-
shifted by 55 cm–1 from the xenon matrix-isolated
HCl frequencies, in good agreement with the cal-
culated value of 50 cm–1 from the free to com-
plexed HCl frequencies (Table 3.1).  The C=O
stretch frequency is useful for assigning structure
2 because it can be used to probe the position of
the hydrogen bond along the ketene molecule.  In
structure 2, the oxygen of ketene is involved in a
hydrogen bond, which results in red-shifting the
C=O stretch band.  An experimental red shift of 9
cm–1 is observed, which closely agrees with the
calculated red shift of 8 cm–1.

Both structures 1 and 2 are formed in xenon matri-
ces following 248-nm and-266 nm photoexcitation
of acetyl chloride.  Structure 1 represents the
global minimum, with a binding energy of 1.37
kcal mol–1, and structure 2 corresponds to local
minimum with a binding energy of 0.71 kcal
mol–1.1  It is interesting that most of the complexes
in xenon matrices are the less stable structure 2.  It
is possible that the differences in lattice spacing
are responsible for the preponderance of structure
2.  Argon matrices have a unit cell spacing of ~5.4
Å with a nearest neighbor distance of ~3.8, Å com-
pared to xenon, which has a unit cell spacing of
~6.2 Å with nearest neighbor distance of ~4.4 Å.
The photoreaction of acetyl chloride in argon has
less volume available for the photoproducts.  Pho-
toreactions in xenon matrices have more space for
molecular rearrangement, such that other
HCl•ketene structures and little polarization
dependence are expected.  This is experimentally
observed for both 248- and 266-nm photoreactions
in xenon matrices.
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Figure 3.9.  Infrared difference spectra of the
ketene C=O stretch region in argon (a) and xenon
matrices (b).  The C=O stretches assigned to struc-
tures 1 and 2 are marked.

Table 3.1.  Experimental and calculated band
shifts of the C=O ketene stretch and HCl IR band
centers for structures 1 and 2.  Experimental band
shifts are determined by comparison of matrix-
isolated monomer and complex center frequen-
cies.  Calculated shifts are obtained from Ref. 1,
and are determined from free monomer and com-
plex center frequencies.

Structure / band ∆ν expt. (cm–1) ∆ν theor. (cm–1)

1 / C=O stretch 0 2
2 / C=O stretch 9 8
1 / HCl 202 206
2 / HCl 55 50
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The UV photodissociation of the most elementary
acid chloride (RCH2COCl), acetyl chloride
CH3COCl (R = H), has been previously studied in
both the gas and solid phases.  The photoproducts
are found to depend on the initial phase of the
reactant.  In the gas phase, U V excitation of
CH3COCl at 236 nm results in cleavage of the C–Cl
bond and the formation of Cl and CH3CO as the
primary products, while photoexcitation in the
condensed phase at 266 nm leads to an elimination
reaction forming ketene, CH2CO, and HCl.

To further understand the mechanism for the con-
densed phase photodecomposition of acid chlo-
rides, we have used FTIR spectroscopy to probe
the photodecomposition products of ppropionyl
chloride, CH3CH2COCl, in an Ar matrix at 10 K
following irradiation at 248 nm, 254 nm and 266
nm.  The only observed products are methyl
ketene and hydrochloric acid.

CH3CH2COCl vapor was mixed with argon gas in
amounts ranging from 0.256–0.626% and depos-
ited on a CsI window which was held at 30 K dur-
ing the deposition and then cooled to 10 K after
the deposition was completed.  After recording an
initial IR spectrum, the matrix was irradiated with
254-nm photons from one or two mercury vapor
lamps, or 248 nm from an excimer laser.  Spectra
were collected at regular intervals during the
irradiation, until the propionyl chloride peaks
were no longer observed.  A spectrum of the
products was obtained by subtracting the initial
spectrum from the final spectrum; the product
bands appear as positive features and the precur-
sor bands as negative features in the difference
spectrum.  This spectrum was then analyzed to
identify the irradiation products.

The IR absorption spectrum of CH3CH2COCl in an
Ar matrix is shown in Fig. 3.10.  Our assignments
are based on literature assignments in the gas and
solid phases1 and were checked by comparison
with spectra of CH3CH2COCl vapor at 1.7 Torr in
a 10-cm cell.  IR spectra of the matrix before and
after irradiation at 266 nm are shown in Fig. 2.11.
The CH3CH2COCl peaks are almost totally absent
following two hours irradiation at 0.1 W, 20 Hz of
266-nm radiation. The duration of the irradiation
in these experiments varied from several hours to
overnight, depending on the initial matrix, but in
all cases near complete decomposition could be
achieved.  Longer irradiation (including up to sev-
eral days at 254 nm) resulted in no further change.

Figure 3.10.   IR absorption spectrum of propionyl
chloride, CH3CH2COCl, in argon matrix at 10 K.

Figure 3.11.  IR absorption spectrum of (a) propi-
onyl chloride in argon matrix before irradiation;
and (b) the product matrix following irradiation at
266 nm.
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All of the trials showed the strongest product peak
at 2130 cm–1, close to the value of 2125 cm–1

reported2 for the carbonyl stretch of CH3CHC=O
in an Ar matrix.  All of the trials also contained a
broad doublet at 2597 cm–1 and 2619 cm–1.  We
attribute this feature to HCl in a [CH3CH=C=O,
HCl] complex; an analogous [CH2=C=O, HCl]
complex was observed3 at 2679 cm–1 in the acetyl
chloride photoproducts, red-shifted from the iso-
lated HCl monomer in an Ar matrix at 2860 cm–1.
Numerous other features were also consistently
evident in the product spectrum.  The difference
spectrum following 254-nm irradiation of
CH3CH2COCl is shown in Fig. 3.12. The funda-
mental bands for methyl ketene have been
assigned based on the partial assignments of Har-
rison and Frei2 for methyl ketene in an Ar matrix
and our ab initio electronic structure calculations.4

A B3LYP/cc-pVDZ electronic structure calculation
was carried out using the Gaussian 94 suite of ab
initio electronic structure codes to determine the
geometry and identify the harmonic frequencies of
methyl ketene.  A calculation of the same type was
performed for ketene for the purposes of
evaluating the accuracy of the methyl ketene
calculation.  Our unscaled harmonic frequencies
are within a few percent of the experimental
values for both the methyl ketene and the ketene.
Based on these calculations, a symmetry was
assigned for each mode (CH3CH=C=O has Cs

symmetry).  The polarization data and product
spectra from the irradiation of CH3CD2COCl were

used to confirm the assignments for these modes.4

Photolysis of the selectively deuterated species
CH3CD2COCl was studied to search for HCl pro-
duced by a β-abstraction or elimination process.
Irradiation at 254 nm produced only DCl as a
product, with no trace of either free HCl or the
[CH3CH=C=O, HCl] complex, thus confirming
that only an α-elimination channel is active.

There are several conceptually different pathways
by which an acid chloride (RCH2COCl) could pho-
todissociate in an Ar matrix: (1) a multi-step proc-
ess proceeding through a radical pair, with the
first step identical to the gas-phase fragmentation,
followed by a radical–radical reaction; (2) a direct
elimination following the initial photoexcitation;
or (3) fragmentation into an ion pair, followed by
ion–ion chemistry.  For acetyl chloride, only the
radical-pair mechanism may lead to products
other than those observed in the condensed phase,
and the ion pair mechanism is deemed unlikely
based on energetic arguments.

Polarization studies were conducted to determine
the relative orientation of the product methyl
ketene and HCl molecules in the Ar matrix.  Fol-
lowing irradiation with linearly polarized 266-nm
light, IR absorption spectra of the matrix were
recorded using IR light polarized at various angles
to the polarization axis of the initial irradiation.
Since the product molecules no longer have an
isotropic distribution, the IR absorption for a given
mode will vary as the polarization angle of the IR
light changes.  Thus the nomalized integrated
peak area for an IR feature plotted as a function of
the IR polarization angle can tell us about the ori-
entation of the dipole moment for that absorption
relative to the initial polarization axis.  Figure 3.13
shows these curves for several of the stronger
product absorptions, including the methyl ketene
ν4 C=C=O stretching mode at 2130 cm–1 and the
HCl stretch around 2600 cm–1.  The data are fitted
with the functional form, I(θ) = Acos2(θ) + B ,
where constants A  and B  relate to the average
angle of the IR transition dipole to the z-axis in the
oriented matrix.  The dipole for ν4  is seen to be
aligned at right angles to the HCl dipole.  The cal-
culations indicate that the transition dipole for the
ketene stretch is parallel to the C=C=O structure
and in the plane of symmetry of the methyl
ketene; thus the HCl molecule is oriented roughly
perpendicular to this structure.  It is also found
that all methyl ketene IR modes assigned with in-

Figure 3.12.  Difference spectrum showing the
product features as positive peaks and the precur-
sor features as negative peaks.
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plane dipole transitions (A′  symmetry) have a
similar angle dependence as the ν4 mode, while
the out-of-plane methyl ketene modes (A″ symme-
try) behave like HCl.  This suggests that the HCl
molecule may be oriented perpendicular to the
plane of the methyl ketene.  A similar geometry
has been calculated for the transition state to HCl
elimination from acetyl chloride.  A free chlorine
abstracting a hydrogen would not be expected to
produce highly oriented products; this suggests
that the mechanism proceeds via an elimination
pathway as opposed to hydrogen abstraction, and
that no free chlorine atom is generated during the
photolysis.

Since atomic chlorine is not observed in the con-
densed-phase acid chloride photodecomposition,
the gas-phase curve crossing from a 1(n → π*) state
to a 1(np → σ*) state must be altered by the pres-
ence of the surrounding matrix.  With this channel
inhibited, the system relaxes through internal
conversion on a singlet surface to form a hot

ground state molecule.5  The condensed-phase
chemistry for propionyl chloride may be pictured:

The [CH3CH=C=O, HCl] pair from the electrocyc-
lic elimination in the matrix forms a complex that
is roughly T-shaped.
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The interaction of electron beams with surfaces is
a topic of interest for many disciplines, from
astrophysics to semiconductor device processing.
We are studying interactions of electrons with
materials that involve excitation of the surface,
leading to the ejection of atoms and molecules
(electron-stimulated desorption, or ESD).  In par-
ticular, we have been studying the role of scatter-
ing and diffraction of the incident electron.  The
interference of the direct electron wave with
waves scattered from nearest-neighbor atoms
produces an electron standing wave (ESW) field,

Figure 3.13.  Angular dependence for CH3CH2-
COCl and HCl modes following irradiation with
linear polarized UV light.  An angle of 0 degrees
corresponds to the IR polarizer set along the axis
of the UV laser polarization.
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with spatially localized maxima and minima in the
incident electron density.  Since the probability of
the inelastic scattering event leading to desorption
is proportional to the incident electron density in
the immediate vicinity of the target surface atom,
the ESD rate depends upon the local atomic struc-
ture and the k-vector of the incident wave.  We
have developed a theoretical description of this
process, which we have used to calculate expected
interference effects in ESD rates.  In Fig. 3.14 we
have plotted calculations of the expected variation
in the ESD rate due to diffraction at the Si(111)-
(1×1):Cl surface with electron beam incidence
angle.  Black denotes lowest desorption probabil-
ity, white the highest.  The symmetry of the sur-
face is evident in the ESW pattern, and the patterns
are different for different energies.

We have recently reported experiments verifying,
for the first time, that total ESD yields from the Cl-
terminated Si(111) surface show fine structure as a
function of incident electron direction and energy,
as predicted.  In Fig. 3.15(a,b) symmetry-averaged
χ-functions, characterizing the deviation in the
desorption rate due to incident beam diffraction,
are plotted for incident electron energies between
20 and 40 eV.  Quantum-mechanical scattering
and interference is expected to be a function of the
electron wavelength (energy) (Fig. 3.14), and the
observed fine structure is indeed dependent on
energy.  The measured χ-functions can then be
subjected to structural analysis analogous to that
used in low-energy electron diffraction or angle-
resolved photoelectron diffraction.  To demon-
strate the structural origin of the observed fine
structure, we compare our data to theoretical cal-

culations for different bonding sites (solid lines,
Fig. 3.15(a,b)).  Comparison of experimental data
to theoretical calculations reveals the atomic bond-
ing geometry of the atomic site whose excitation is
responsible for initiating the desorption process.
A previous study of photon-stimulated desorption
(PSD) of Cl+/Si(111) assigned this excitation to a Cl
3s ‡ Cl* antibonding transition.  The results of a
calculation assuming a Cl absorber are shown in
Fig. 3.15(b), and give poor agreement with the
data.  A much better match between theory and
experiment is obtained for an excitation localized
on the Si atom bonded to Cl.  On the basis of our
observation, we assign the excitation responsible
for Cl+ desorption to a two-hole state localized on
the Si atom.  A hole is then transferred to the Cl,
and the mutual Coulomb repulsion results in ejec-
tion of the Cl+ ion.

The resulting picture of the role of diffraction in
electron–surface scattering has implications not
only for ESD, but for other surface spectroscopies
as well, including Auger, EELS, and secondary
electron emission.  We have used our theoretical
codes to carry out calculations of ESW effects for
secondary electron emission from Au, and find
good agreement with experimental data.

This ESW effect is potentially a very powerful tool
for surface structure determination with sub-ång-
ström resolution of bond vectors, and for illumi-
nating the relationship between structure and
excitations leading to desorption.

Figure 3.14.  Calculated variation in ESD rate due
to diffraction at the Si(111)-(1×1):Cl surface as a
function of electron-beam incidence angle (θ,φ).

Figure 3.15.  Deviations in the desorption rate due
to incident beam diffraction (χ-functions) as a
function of azimuthal angle for incident electron
energies 20–40 eV.
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1.  Crystallization of Amorphous
D2O Films Monitored by
Electron-Stimulated Desorption

D2O ice deposited on Pt(111) at temperatures of
90–155 K forms several distinct crystalline and
amorphous phases, depending on the deposition
temperature and annealing history.  The electron-
stimulated desorption (ESD) of D+ from these
phases exhibits differences in the total yield
and/or behavior as a function of ice temperature.
We have completed a study in which the amor-
phous–crystalline phase transition is monitored by
measuring the D+ yield as a function of tempera-
ture.1  D 2O vapor deposited at 90 K forms a porous
amorphous film, while deposition at 155 K forms a
cubic crystalline film.  Annealing amorphous ice
near 160 K results in a polycrystalline film, charac-
terized by a lower stimulated desorption yield
than amorphous or as-grown crystalline ice.
However, amorphous ice deposited on an as-
grown crystalline substrate crystallizes to a form
with a D+ yield similar to that of the buried film.
Figure 3.16 shows the temperature dependence of
the D+ yield from an amorphous/crystalline multi-
layer system.

The irreversible increase in yield as the tempera-
ture is cycled from 90–130–90 K, strongly suggests
that the overlayer is deposited as the porous
amorphous solid water (ASW) polymorph.  The
crystalline substrate does not appear to affect the
overlayer growth, at least at the temperatures
studied.  Near 160 K, however, where we expect to
see the yield drop, as the ASW film becomes poly-
crystalline, we observe only a small dip in the
yield.  Beyond 160 K, the yield rises to a value
characteristic of as-grown crystalline ice, rather
than a polycrystalline film.  We conclude that the
amorphous overlayer has crystallized to the same
form as the buried film.  This behavior can be

understood if the energy required to form a crys-
talline nucleation center in amorphous ice is larger
than the energy needed to add water molecules to
an existing crystalline interface.  These results are
important for understanding the thermodynamics
and crystallization kinetics of ice under various
growth conditions, and serve to demonstrate the
utility of ESD for measuring phase changes in ice
films.

2.  Low-Energy (≤100 eV) Electron-
Stimulated Desorption of Neutral
D(2S) from D2O Films on Pt(111)

We have continued our investigations of low-
energy (≤100 eV) electron-stimulated desorption
and dissociation (ESD) of neutral products from
amorphous and microporous D2O films vapor-
deposited on Pt(111).  Resonant-enhanced multi-
photon ionization (REMPI) is used to monitor the
D(2S) yield as a function of incident electron
energy and substrate temperature for 80-bilayer
D2O films.  The ESD yield of the D atom for 100-eV
incident electron energy as a function of increasing

Figure 3.16.  The temperature dependence of the
D+ ESD yield from an amorphous solid water and
an epitaxial crystalline multilayer system.   The
temperature was cycled from 90 (A) to 130 (B) to
90 (C) to 190 (D) K.  The irreversible increase in
yield as the temperature is cycled from a–b–d
strongly suggests that the overlayer is deposited
as the porous polymorph.  The rise in the yield
following Ta–c suggests that the amorphous over-
layer has crystallized to the epitaxial form.
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temperature for porous films shows an irreversible
expulsion of D atoms from the film between
90–120 K for heating rates of at least 0.3 K/s.  A
similar irreversible increase in yield over this
temperature range has been previously observed
for the ESD of D+ species from ice films, and
correlated with the structural collapse of
micropores in the ice substrate.2  Our most recent
results (Fig. 3.17) indicate that neutral D atoms
formed by electron irradiation can be trapped in the
microporous structure of ice.   This has important
implications, since the trapping and release of
radicals and molecular products from porous ice
may be involved in the formation of planetary
atmospheres.  We are exploring this further and
note that irreversibility in yields has not observed
for either the O or D2 ESD products.

3.  D2 Formation from D2O Films
via D– Reactive Scattering

The low-energy (5–15 eV) electron stimulated
desorption of D– and D2(1Σg

+, ν = 0, J = 0 and ν = 1,
J = 2) from condensed D2O films is investigated as
a function of substrate temperature.  The D– ions
are produced primarily via the 2B 1 dissociative
electron attachment resonance.  Both the D– and D2

yields are enhanced when the substrate tempera-

ture increases from 90 to 140 K.  The changes in
the D– and D2 yields with substrate temperature
are qualitatively similar, and are shown in Fig.
3.18; we attribute the increase in both the D– and
D2 yields to thermally-induced rotations or breaks
in the near-surface hydrogen bonding network.
This reduction in coordination and coupling
reduces the nearest-neighbor perturbations and
enhances the surface or near-surface excited-state
lifetimes.  Production of vibrationally excited D2

molecules correlates with reactive scattering of D–

at the surface,3 whereas production of D2 in the ν =
0 level likely involves molecular elimination from
an excited state which is produced by

Figure 3.17.  The ESD yield of D atoms as a func-
tion of substrate temperature.  The heating rate
was 0.5 K/s and the incident beam energy was
100 eV.  Note the irreversible increase in yield
between 90–120 K.

Figure 3.18.  Temperature dependence of the D–

yield (above) and D2 (v = 1, J = 2) yield (below) vs.
incident electron energy from a 60-bilayer film of
amorphous ice.  The film was initially grown at 90
K and the data were collected with the films held
at the various temperatures indicated.
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autodetachment.

References
1.  M. T. Sieger and T. M. Orlando, “Low-Temper-
ature Water Ice Phases Probed by Electron-Stimu-
lated Desorption,” Surf. Sci., submitted.
2.  M. T. Sieger and T. M. Orlando, “Effect of Sur-
face Roughness on the Electron-Stimulated
Desorption of D+ from Microporous D2O Ice,”
Surf. Sci. 390, 92 (1997).
3.  T. M. Orlando, G. A. Kimmel, and W. C. Simp-
son, “Quantum-Resolved Electron Stimulated
Interface Reactions: D2 Formation from D2O
Films,” Nucl. Instr. Meth. Phys. Res. B, in press.

Vehicle Exhaust Treatment
Using Electrical Discharge
Methods
R. G. Tonkyn, S. E. Barlow,
T. M. Orlando, I. S. Yoon,*
A. C. Kolwaite,* M. L. Balmer,*
and J. Hoard†

Supported by a Cooperative Research and
Development Agreement with the Low
Emissions Technology Research and
Development Partnership.

*EHSD Materials Group.
†Ford Motor Company.

Non-thermal dielectric barrier discharge systems
are being examined for reduction of nitrogen
oxides in diesel and lean burn vehicle exhaust.
While theoretical and experimental work has
shown that gas phase discharges can lower NOx

and hydrocarbon concentrations in simulated
vehicle exhaust, the energy efficiency and selectiv-
ity is low.  Recent work has shown that energy
efficiencies as well as yields and selectivities of the
NOx reduction reaction can be enhanced by com-
bining the discharge with select material surfaces.

Diesel and lean-burn exhausts contain a complex
mixture of components that contribute to the
overall chemistry that is promoted in the gas
phase and on the surfaces of catalysts.  The inter-
actions between hydrocarbons, NOx, water, oxy-
gen, and hydroxyl radicals created in the plasma
can potentially lead to a number of unwanted
reaction by-products such as NO2, N2O, HONO,

HNO3, CH2O, and organo-nitrates.  Direct detec-
tion of N 2 from the reduction of NOx has not been
demonstrated, due to high concentrations of N2 in
the exhaust streams and relatively minute starting
concentrations of NO (50–500 ppm).  Therefore,
reported NOx reduction is derived from the
amount of NOx that “disappears” and which is not
transformed to other by-product species.  Poten-
tially large errors in the amount of NOx “reduced”
can occur if the appropriate suite of analysis
equipment is not used to measure all product
gases, or if surface-adsorbed NOx is not measured.
By replacing the nitrogen bath gas with helium,
we have successfully demonstrated that “NOx

removal” is indeed accompanied by N2 produc-
tion.

For  these experiments a two-stage reactor con-
figuration was used (Fig. 3.19).  Simulated exhaust
gas is passed through a non-thermal discharge
prior to interacting with a proprietary catalyst.
The product gases were analyzed with a chemi-
luminescent NOx meter, a mass spectrometer, a
gas chromatograph and an FTIR spectrometer.

Nitrogen concentrations were measured with a
gas chromatograph equipped with a 5-Å molecu-
lar sieve column.  The signal was calibrated using
a mixture of pure nitrogen and helium, and was
found to be quite linear.  Standard additions were
used during the experiment itself to check on the
sensitivity, with good agreement.  The FTIR was

Gas In

Gas Out

Plasma
Region

Catalyst

Sample
Ports

Figure 3.19.  Two-stage reactor configuration
where the catalyst is downstream from the plasma
reactor.
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utilized to measure N2O production.  The amount
of missing NOx  was determined with the
chemiluminescent NOx meter.

Figure 3.20 shows the loss of NOx versus the ener-
gy input into the plasma.  These results, as well as
the variation of the overall efficiency with respect
to the oxygen and hydrocarbon concentrations, are
consistent with our results utilizing a nitrogen
bath gas.  Sampling the exhaust between the dis-
charge and the catalyst bed also suggests that
similar discharge chemistry occurs with either He
or N2 as the bath gas.

As shown in Fig. 3.21, we found a direct corre-
spondence between the loss of NOx and the pro-
duction of N2 and N2O.  Comparison of the
amount of N2 produced as measured directly by
the gas chromatograph with the amount of NOx

removed as measured by the chemiluminescent
NOx analyzer shows that only about 58% of the
NOx removed is reduced to nitrogen.  FTIR analy-
sis of product species  suggests that a further 12%
shows up as N2O.  No other nitrogen-containing
species were observed that could account for the
missing nitrogen.  Experience suggests that at least
some of the missing  nitrogen is adsorbed to the
surface.  Clearly, further work is needed to deter-
mine if the discrepancy between NOx reduction
and the N2 and N2O production is due to unde-
tected nitrogen-containing by-product species,
surface storage, or inherent experimental differ-
ences that arise from replacing N2 with He in the
lean mix.  This work also underscores the presence
of competing reaction pathways for NOx loss.
Measurement of the N2O to N2 ratio under various
reaction conditions could well lead to a better

understanding of the underlying chemistry.
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The signature of condensed O2 has been reported
in optical reflectance measurements of the Jovian
moon Ganymede,1 and an oxygen atmosphere has
been observed surrounding Europa.2  The surfaces
of these moons contain large amounts of water ice,
and it is thought that O2 is formed by sputtering of
ice by energetic particles from the Jovian magne-
tosphere.3  Knowledge of how O2 is made is cru-
cial for accurate theoretical and experimental
simulations of the surfaces and atmospheres of icy
solar system bodies, but the detailed mechanism is
poorly understood.

The reported heavy-ion and proton bombardment
flux at Ganymede is between 108 and 1011 particles
per cm2 per s; the vacuum ultraviolet photon and
electron fluxes are expected to be similar.4  Previ-
ous studies have concluded that the sputtering of
water ice plays an important role in the evolution
of the surfaces of the icy moons and the plasma
composition of the Jovian magnetosphere.5
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As part of a continuing program studying the
behavior of water ice under electron and photon
bombardment, we have measured the electron
energy threshold and temperature dependence of
O2 production during low-energy (5–100 eV) elec-
tron bombardment of thin (~40 bilayer) amor-
phous D2O ice films in vacuum.  The goal of this
study was to understand the atomic mechanism
for O2 production in irradiated ice.  Electron bom-
bardment was chosen over high-energy ions as an
excitation source, since the low excitation density,
absence of knock-on processes, and negligible
local heating allows examination of the purely
electronic processes involved in O2 formation.

The experiments were performed in an ultra-high
vacuum system (base pressure ~10–10 Torr)
equipped with a pulsed low-energy (5–100 eV)
electron gun and a quadrupole mass spectrometer
(QMS).  The electron beam supplies a time-aver-
aged electron flux of about 6 × 1013 cm–2s–1.  The
low incident current precludes any beam-induced
heating and gas-phase interactions.  The amor-
phous ice samples were prepared by vapor-depos-
iting thin (~40 bilayer = 150 Å) films of D2O on a
clean Pt(111) substrate at 110 K, at a rate of 4–8
monolayers/min.  D2O was used to help distin-
guish D2O and D2 from background gases in other
experiments.  Other than an isotope shift in the
temperature scale, it is believed that D2O and H2O
behave identically.  Molecular oxygen products
were detected with the QMS in a “beam on / beam
off” mode, which allowed for subtraction of the
background signal.  Other details of the apparatus,
sample preparation, and data acquisition proce-
dures have been published elsewhere.6

The electron energy threshold for O2 formation
was measured to be approximately 10 ± 2 eV (Fig
3.22), corresponding to valence electronic exci-
tation or ionization of water molecules.  Oxygen is
not produced immediately upon electron expo-
sure; the yield is initially zero, rises rapidly with
increasing fluence, and asymptotically reaches a
steady-state value, implying a two-step produc-
tion mechanism.  Comparison of the fluence
dependence with kinetic models shows that O2 is
formed by direct excitation and dissociation of a
stable precursor molecule, possibly HO2 or H2O2,
and not by diffusion and chemical recombination
of radicals.7

The O2 yield is also strongly dependent on the
temperature of the ice, showing structure indica-

tive of bulk structural transitions. In Fig. 3.23 we
plot the temperature dependence of the O2 yields.
The O2 yield increases between 90–150 K, with a
bump around 120 K.  Measurements of D2O
ejected by electron bombardment suggest that the
D2O yield is constant or decreases in the same
temperature region.  The dip near 155 K is coinci-
dent with the amorphous-crystalline phase transi-
tion.  The sublimation rate of ice is negligible
below 140 K, but as the sample is heated above 160
K the film evaporates.

The data imply a complex dependence of O2 pro-
duction on temperature, and point to a novel
explanation of thermal effects in ice sputtering,
based on a temperature dependence of the disso-
ciative excited state lifetimes of water.  We pro-
pose that the temperature dependence of the O2

yield is related to changes in the electronic excited
states that lead to precursor formation.  Since dis-
sociation yields are very sensitive to the lifetime of
the excited state, small perturbations in the life-
time can result in large changes in the dissociation
cross section.  There is evidence that the electronic
excited state lifetimes are indeed temperature
dependent; in studies of D+ and D– ejected from
D2O ice under electron bombardment,6,8 we found
that the ion desorption yields increase with sam-

Figure 3.22.  Yield of O2 molecules produced from
an amorphous D2O ice film as a function of inci-
dent electron energy.
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ple temperature in a manner suggestive of a
weakening of the surface or near-surface hydro-
gen bonding network near 120 K.  As water mole-
cules become more weakly bound to their neigh-
bors, they find it increasingly difficult to dispose
of the excited state energy, and are more likely to
dissociate.  The monotonic rise of the O2 yield
below 150 K may therefore be related to changes
in the near-surface structure of the ice itself.  Our
observations suggest that changes in the local elec-
tronic structure are more important than thermal
diffusion for chemical processes in the electronic
sputtering of ice.

The observed threshold energy (10 eV) is accessi-
ble to Lyman α  photons (10.2 eV), suggesting that
O2 may be produced by direct solar illumination,
and that low-energy electronic excitations are
important in the formation of O2 on Ganymede
and Europa.  The O2 yield changes by nearly a fac-
tor of four over the day–night cycle temperature
range of the Jovian moons (100–140 K). Since ear-
lier work suggests that the temperature depend-
ence is not related to thermal diffusion of reactive

precursors in the ice,6 we suggest that the strong
temperature dependence is related to the lifetime
of the dissociative electronic excited state of water
that leads to O2 precursor formation.
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The radioactive and chemical wastes present in
DOE underground storage tanks contain complex
mixtures of sludges, salts, and supernatant liquids.
These mixtures of a wide variety of oxide materi-
als, aqueous solvents, and organic components,
are constantly bombarded with energetic particles
produced via the decay of radioactive 137Cs and
90Sr.  Currently, there is a vital need to understand
the radiolysis of organic and inorganic species
present in mixed-waste tanks because these proc-
esses (1) produce mixtures of toxic, flammable,
and potentially explosive gases (i.e., H2, N2O, and
volatile organics); (2) degrade organics, possibly to
gas-generating organic fragments; (3) reduce the
hazards associated with nitrate-organic mixtures;
and (4) alter the surface chemistry of insoluble col-
loids in tank sludge, influencing sedimentation
and the gas/solid interactions that may lead to gas
entrapment.

Figure 3.23.  O2 produced from amorphous D2O
ice under electron bombardment as a function of
ice temperature for selected electron energies.
The drop in yield at 160 K is coincident with the
amorphous–crystalline phase transition.  By 180 K
the ice film has sublimed.
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The aim of this work was to study electron-
induced degradation of NaNO3 crystals at low
temperature and to probe radiation-induced pro-
cesses at the NaNO3/methanol interface.

1.  Production of NO and O2 from Low-Energy
Electron Impact on Solution-Grown
NaNO3 Single Crystals at Low Temperature

NaNO3 crystals were exposed to a continuous 100-
eV electron beam and damage was analyzed for
substrate temperatures between 100 and 450 K.
Images of the sample were obtained by monitor-
ing the incident current as a function of beam
position.  These images indicated that the beam
was well focused over the temperature region
studied, implying that charging did not limit the
incident electron flux.  NO and O2, the two pri-
mary molecular products produced during elec-
tron-beam irradiation of NaNO3, were detected via
quadrupole mass-spectrometry.

The formation of NO and O2 is consistent with
previous work using  pulsed electron and photon
irradiation of NaNO 3 single crystals.1–3  NO2 was
not detected with the continuous irradiation
mode, in contradiction to the pulsed-mode
experiments.

The temperature dependence of the NO and O2

steady state ESD rates is shown in Fig. 3.24 and can
be approximated by the sum of two exponents.
These exponents correspond to activation energies
of 0.24 and 0.016 eV for NO and 0.5 and 0.0035 eV
for O2 desorption.  Note that a significant fraction
of the O2 molecules remain trapped in the crystal
matrix, in accordance to a well known scheme of
NaNO3 bulk radiolysis/ photolysis:

NO3
– → NO2

– + O,
O + NO3

– → NO2
– + O2,

O + O → O2.

Molecular oxygen is then released from the crystal
during temperature-programmed annealing (Fig.
3.25).  The TPD curve indicates at least two distinct
mechanisms for O2 production and desorption.
The sharp low-temperature TPD peak corresponds
to the temperature region in which NaNO3 radia-
tion defects recombine.  The broad exponentially
rising high-temperature peak is consistent with
diffusion of subsurface O2 followed by desorption.
The temperature dependence of the O2 yields indi-
cate that significant amounts of O2 can be pro-
duced at tank waste chemistry temperatures, and

thus solid-state radiolysis contributes to tank
waste aging.

2. Low-Energy Electron Impact
on a NaNO3 /Methanol Interface

Irradiation of complex tank wastes should gener-
ate new products as result of reactions of organic
radicals and molecules at the organic/NaNO3

interface.  The importance of these interfacial reac-
tion pathways was investigated by controlled elec-
tron-beam induced radiolysis of NaNO3 surfaces
containing multilayers of CH3OH.
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Figure 3.25.  Thermal desorption of O2 from
NaNO 3 pre-irradiated with a 100-eV electron
beam.
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were adsorbed on the NaNO3 surface at substrate
temperatures between 114 and 120K.  Irradiation
of this interface with 100-eV electrons produced
primarily NO and O2 from the NaNO3 surface,
and H2, CO, CH4, CO2, and CH2O (formaldehyde)
from the methanol overlayer.  The NO and O2

yields from NaNO 3 did not depend on the CH3OH
coverage up to 7 ML.  This may indicate that the
O2 arises mainly from subsurface processes or
non-uniform coverage.  Post-irradiation TPD
experiments revealed the formation of lower-vola-
tility products such as water, dimethyl ether
(CH3OCH3), ethanol (C2H5OH), ethylene glycol
( (CH 2O H ) 2), and methoxymethanol (CH3O-
C H 2OH).  All of these products have been
observed in a previous experiment on low-energy
electron irradiation of methanol overlayers on a
metal surface.4  No significant amounts of R–NO
compounds were produced under the 100-eV
irradiation conditions.  These results demonstrate
that O and NO radicals produced at the NaNO3

surface, do not react significantly with methanol
under these thin-film experimental conditions.
We expect the major reactions to occur in deeper
layers of the organic liquid phase.5
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The kinetics of laser-stimulated luminescence
(LSL) of yttria-stabilized cubic zirconia (YSZ) single
crystals was investigated.1  Excitation of ZrO2⋅
9.5%Y2O3 (100) and (110) using ns pulses of 213-
nm (5.82 eV), 266-nm (4.66 eV), and 355-nm (3.49
eV) photons produce LSL bands with Gaussian
profiles and peak maxima at 460 nm (2.69 eV), 550
nm (2.25 eV) and 600 nm (2.07 eV), respectively.
LSL involves a single-photon process for energy
densities below ~1.0 MW/cm2.

Decay times vary from 0.1 to 100 µs, depending on
the excitation energy and temperature.  Decay
kinetics are hyperbolic, indicating that all LSL
bands result from recombination.

The LSL quenches with increasing temperature,
and the activation energies obtained using the
Mott approximation are 0.10 ± 0.01, 0.20 ± 0.02,
and 0.45 ± 0.04 eV for the 2.69-, 2.25-, and 2.07-eV
LSL bands, respectively (see Fig. 3.26).  The
various activation energies, decay kinetics, and
excitation/emission energies correspond to the
presence of several emission centers which can be
associated with anion vacancies.  We tentatively
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Figure 3.26.  Temperature dependence of the lumi-
nescence peak intensities (points).  The fit to the
data (lines) is obtained using the Mott approxima-
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assign these centers to intrinsic F-centers and
extrinsic F-type centers (see Fig. 3.27).  The latter
are associated with one and two Y3+ ions in the
nearest neighborhood positions.  Since the
normalized temperature dependencies of the
decay coefficients are similar for all the LSL bands,
we suggest that recombination primarily involves
electrons, trapped at intrinsic and extrinsic defect
sites, and mobilized holes.
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4.  Cluster Models
of the Condensed Phase

Cluster Model Studies of
the Structure and Bonding of
Environmentally-Important
Materials
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Oxides of Si, Al, Mg, and Ti are major components
of the earth and are important environmental
materials.  Their surface chemistries influence the
storage and underground transport of waste
materials.  A major effort is being directed here to
understand their surface and interface properties.
We are engaged in a program to study the struc-
ture and bonding of these materials with cluster
models, combining experimental and theoretical
studies using anion photoelectron spectroscopy
(PES) and quantum calculations.  The smaller, con-
trolled sizes of these cluster systems provide
atomic-level models to enable us to better under-
stand bulk surfaces and defect sites, and they are
an excellent testing ground to benchmark theories
intended for large and “real-world” systems.

A state-of-the-art magnetic-bottle time-of-flight
PES spectrometer with a laser vaporization cluster
source has been built for these studies.  With high
mass- and high electron-energy-resolution, this is
a powerful apparatus for the study of clusters.  In
1998, we have continued our investigations of
aluminum oxide clusters.  Photoelectron spectra of
a series of Al3Oy

– clusters (y = 0–5) were measured
at several photon energies: 532, 355, 266, and 193
nm (Fig. 4.1).1  The electron affinities and low-
lying electronic states of the Al3Oy clusters were
obtained.  The photoelectron spectra clearly reveal
a sequential oxidation behavior and the evolution
of the electronic structure of the clusters from that
of a metal cluster at Al3 to that of a complete oxide
cluster at Al3O5: two valence electrons of Al3 are
observed to be transferred to each additional O

Figure 4.1.  Photoelectron spectra of Al3Oy
– at 193

nm.  The main characters of the features are labeled.
The unlabeled features are due to anion excited
states (Al3

–) and isomers (Al3Oy
–, y = 1–3).



Chemical Structure and Dynamics 1998 Annual Report

4-2

atom until Al3O5, where all the nine valence elec-
trons of Al3 are transferred to the five O atoms.
The anion Al3O 5

Ð, which can be viewed as
(Al3+)3(O2Ð)5, is found to be a closed-shell cluster,
yielding an extremely high electron affinity for
Al3O5 (4.92 eV).  The electron affinities of the
remaining clusters are: 1.90 (Al3), 1.57 eV (Al3O),
2.18 eV (Al3O2), 2.80 eV (Al3O3), and 3.58 eV
(Al3O4).  An electronic excited state of Al3

Ð is also
observed at 0.40 eV above the Al3

Ð ground state.
Isomers are observed for all the oxide clusters
with lower electron affinities.  Particularly, vibra-
tional structures are observed for the two isomers
of Al3O3

Ð, as well as a photoisomerization process
between the two isomers.  Information about the
structure and bonding of the oxide clusters are
obtained, based on the experimental data and the
known structures for Al3 and Al3O.
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Multiply charged anions are ubiquitous in nature,
are often found in solutions and solids, and they
play important roles in chemistry, biochemistry,
and environmental and materials sciences.  How-
ever, very few multiply charged anions are known
or studied in the gas phase.  This is partly due to
the fact that many multiply charged anions are
unstable in the gas phase, whereas they are stabi-
lized in the condensed phase through solvation
and electrostatic interaction with counterions.  In
the gas phase, these stabilizing factors are absent,
and the large Coulomb repulsion between two or
more excess negative charges makes multiply
charged anions very fragile to electron loss or
fragmentation.  Thus the formation and charac-

terization of such anions have been challenging
both experimentally and theoretically.

During the past two years, we have developed a
new one-of-its-kind apparatus, coupling photode-
tachment photoelectron spectroscopy and electro-
spray ionization to investigate the physical and
chemical properties of free multiply charged
anions in the gas phase.  Electrospray ionization is
one of the most useful techniques in biomedical
mass spectrometry, and is ideal for producing
naked or solvated multiply charged anions in the
gas phase.  The photodetachment studies allow us
to obtain the intrinsic properties of the anions, and
provide molecular-level information about their
solvation and stabilization.  Over the past year, we
have completed the design and construction of
this new apparatus (Fig. 4.2)1 and obtained photo-
detachment spectra of  doubly charged anions for
the first time.

1.  Photodetachment Spectroscopy
of A Doubly Charged Anion:
Direct Observation of the
Repulsive Coulomb Barrier2

Our first experiment concerned with the citrate
dianion (Fig. 4.3).  The spectra of this dianion for
the first time revealed directly the repulsive Cou-
lomb barrier that binds electrons in multiply
charged anions (Fig.4.4).  This potential barrier,
analogous to that in the alpha-decay of heavy
nuclei, is important for understanding the proper-
ties of these anions.  The repulsive Coulomb bar-
rier height was estimated to be about 1.9~2.5 eV.
The adiabatic electron binding energy was meas-
ured to be 1.0 eV.  Two detachment channels were
observed, with the second channel at ~0.6 eV
higher in binding energy.

2.  Probing the Potential Barriers and
Intramolecular Electrostatic Interactions
in Free Doubly Charged Anions3

We performed a series of experiments on dicar-
boxylate dianions (Fig. 4.5), ÐO2C(CH2)nCO2

Ð (n =
3Ð10), in which the distance between the two
excess charges in the dianions can be systemati-
cally varied.  In these experiments, we determined
the precise relationship between the Coulomb
repulsion and the Coulomb barrier in multiply
charged anions.  We found that the electron bind-
ing energies increase with the chain length,
whereas the Coulomb barrier decreases with the
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chain length, both following CoulombÕs law (Fig.
4.6).  Therefore the electron binding energy plus

the Coulomb barrier, the
effective potential well binding
the electrons, is a constant,
equivalent to the binding
energy of an electron by a
single carboxyl group.

3.  Intramolecular Coulomb
Repulsion and Solvent
Stabilization4

Preliminary results on the
solvation and stabilization of
multiply charged anions have
also been obtained.  We stud-
ied a series of linear dicar-
boxylate dianions (DC2 Ð) ,
ÐO2C(CH2)nCO2

Ð (n  = 3Ð6), sol-
vated by one and two waters.
The electron binding energy of
DC2Ð decreases with decreasing
aliphatic chain length, due to
the increasing Coulomb repul-
sion between the two charges;
the dianion with n = 2 has a
binding energy close to zero
and is not stable in the gas

phase.  We found that this dianion can be stabil-
ized by one water, and in general the first water
stabilizes the electron binding energy of DC2Ð by
~0.3 eV.  The second water, however, was
observed to show a much stronger stabilization
effect (~0.6 eV), suggesting that the two waters
solvate the two carboxylate groups separately.

Figure 4.3.  Photoelectron spectra of citrate acid
dianion, CA2Ð, at (a) 355 nm (3.49 eV) and (b) 266
nm (4.66 eV).  Note the increased spectral width
in the 266-nm spectrum, implying an additional
detachment channel as shown in (c) (the dotted
curves are two copies of the 355-nm spectrum
with one shifted to higher binding energies).

Figure 4.2.  Schematic of the electrosprayÐmagnetic-bottle photoelec-
tron apparatus.  1. syringe;  2. desolvation capillary;  3. radiofrequen-
cy quadrupole ion guide;  4. 3-D ion trap;  5. ion repeller;  6. ion beam
deflector;  7. einzel lens;  8. in-line mass detector;  9. mass gate and
momentum deceleration assembly;  10. permanent magnet;  11. 4-m
electron flight tube;  12. electron detector.

Figure 4.4.  Schematic potential energy curves
showing the adiabatic binding energies and the
repulsive Coulomb barrier for detachment of
CA2Ð, leading to the X and A states of CAÐ.  Note
that the barrier heights relative to the X and A
states are assumed to be the same.
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Figure 4.5.  Photoelectron spectra of ÐO2C(CH2)nCO2
Ð (DC2Ð) dianions (n = 3Ð10) at: (a) 266 nm (4.66 eV);

(b) 355 nm (3.49 eV).  Note the increase of binding energy with n and the disappearance of the higher
energy feature at 355 nm due to the Coulomb barrier.
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Figure 4.6.  The measured adiabatic electron
binding energies (EBx) and the estimated
repulsive Coulomb barrier heights (RCB) for
DC2Ð as a function of 1/rn, where r is the average
equilibrium distance (�) between the two
charge centers in DC2Ð, assumed to be localized
on the O atoms of the carboxylate groups.
Circles, EBx; squares, RCB; lines are least-square
fits.  Note that the magnitudes of the slopes of
the two lines are the same, i.e., EBx + R C B =
constant.

Photoelectron Spectroscopy
and Electronic Structure
of Metal Clusters and
Chemisorbed MetalÐ
Cluster Complexes
L. S. Wang, H. Wu,* X. B. Wang,* 

C. F. Ding,  X. Li,* and W. Chen* 
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*Washington State University.
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One of the key issues in the study of metal
clusters is understanding the electronic
structures of these intermediate systems and
their evolution toward bulk band structure as
the cluster size increases.  Our photoelectron

spectroscopy experiments of size-selected
cluster anions are ideal for providing this
electronic information.  The interactions
between oxygen and metals are important in
many areas of chemistry and materials sciences.
Our laser vaporization cluster source and the
high sensitivity of the magnetic-bottle P E S
apparatus provide a unique opportunity for us
to investigate a broad range of metal oxide
species that are otherwise impossible to study.

1.  Observation of s-p Hybridization
and Electron Shell Structures
in Aluminum Clusters1

Using photoelectron spectroscopy of size-
selected Alx

Ð (x = 1Ð162) clusters, we studied the
electronic structure evolution of Alx and
observed that the Al 3s- and 3p-derived bands
evolve and broaden with cluster size, and begin
to overlap at Al9.  Direct spectroscopic
signatures were obtained for electron shell
structures with spherical shell closings at Al11

Ð,
Al13

Ð, Al19
Ð, Al23

Ð, Al35
Ð, Al37

Ð, Al46, Al52, Al55
Ð, Al56,

Al66, and Al73
Ð (Fig. 4.7).  The electron shell effect

diminishes above Al75, and new spectral features
appearing in Alx

Ð (x > 100) suggest a possible
geometrical packing effect in large clusters.

2. A Photoelectron Spectroscopic
Study of Monovanadium Oxide
Anions (VOx

Ð, x = 1Ð4)2

We studied monovanadium oxides, VOx
Ð (x =

1Ð4), at four photon energies: 532, 355, 266, and
193 nm.  Vibrationally-resolved photoelectron
spectra were obtained for VOÐ at 532 and 355
nm.  Two new low-lying excited states were
observed for VO at 5,630 and 14,920 cmÐ1 above
the ground state.  These states were assigned to
two doublet states, 2ΣÐ and 2Φ, respectively.  The
532 and 355 nm spectra of VO2

Ð revealed a single
vibrational progression for the ground state
with a frequency of 970 cmÐ1 (ν1).  Three
electronic excited states were observed for VO2

in the 193-nm spectrum.  For VO3
Ð, three

surprisingly sharp detachment transitions were
observed at 193 nm.  The two excited states of
VO3 were measured to be 0.59 and 0.79 eV above
the ground state.  The spectra of VO2

Ð and VO3
Ð

were interpreted using the molecular orbital
schemes obtained in a previous ab initio
theoretical study,3 which predicted that both
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VO 2 and VO3 neutrals were of C2v symmetry
with a doublet ground state.  The spectrum of
VO4

Ð was obtained at 193 nm, showing features
similar to that of VO3

Ð, but much more

broadened.  The adiabatic electron affinities of
VO, VO2, VO3, and VO4 were measured to be
1.229(8), 2.03(1), 4.36(5), and 4.0(1) eV,

respectively, with a significant increase from
VO 2 to VO3.  The electronic and geometrical
structures of the series of monovanadium oxide
species were discussed based on the current
observation and previous spectroscopic and
theoretical results.

3.  Photoelectron Spectroscopy and
Electronic Structure of ScOn

Ð (n = 1Ð4)
and YOn

Ð (n = 1Ð5):  Strong Electron
Correlation Effects in ScOÐ and YOÐ.4

A photoelectron spectroscopic study of ScOn
Ð (n

= 1Ð4) and YOn
Ð (n = 1Ð5) was carried out at

three photon energies: 532, 355 and 266 nm.
Vibrationally resolved photoelectron spectra
were obtained for ScOÐ and YOÐ.  The electron
affinities of both ScO and YO were measured to
be identical (1.35 eV) within the experimental
accuracy (±0.02 eV).  Three low-lying excited
states were observed for the monoxides, A′2∆,
A2Π , and B2Σ+.  The latter two excited states
resulted from two-electron detachment,
suggesting unusually strong electron correlation
(configuration interaction) effects in the ground
state of the anions.  The excitation energies of
the low-lying states were also found to be
similar for the two monoxides, except that YO
has a smaller vibrational frequency and larger
spin-orbit splitting.  The A′2∆ states of both ScO
and YO show very strong photon energy-
dependent detachment cross sections.  Four
similar photoelectron features were observed for
the dioxides, with those of YO 2

Ð having lower
binding energies.  A second isomer due to an O2

complex was also observed for Sc and Y.  Broad
and featureless spectra were observed for the
higher oxides.  At least two isomers were
present for the higher oxides, one with low and
one with high binding energies.

References
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Phys. Rev. Lett. 81, 1909 (1998).
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Figure 4.7.  Photoelectron spectra (193 nm) of the
expected closed shell Alx

Ð anions (left column)
compared to those of the Alx+1

Ð clusters (right col-
umn).  Note the high binding energies of the
closed shell Alx

Ð clusters and the appearance of
low binding energy features and energy gaps in
the Alx+1

Ð clusters.
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Study of Transition MetalÐ
Carbon Mixed Clusters
L. S. Wang, X. B. Wang,* 
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The objective of this research is to study the
structure and formation of metal carbide
clusters (Mx C y ) in the gas phase, and
nanomaterials formed by these clusters in the
condensed phase.  The gas-phase study involves
anion photoelectron spectroscopy, which yields
electronic structure as well as vibrational
information on the small MxCy clusters.  We aim
to provide a fundamental understanding of the
structure and bonding of the MxCy clusters in a
wide size range, and to understand the subtle
differences in bonding and structures between
carbon and the transition metals across the first
transition series.  The gas-phase studies will
yield insight into the formation mechanisms of
three classes of novel materials: endohedral
metallo-fullerenes, single-shell carbon
nanotubes, and metallo-carbohedrenes, because
the formation of all depend on the interaction
between carbon and the transition metals, and
exhibits certain propensity among the transition
metals.  The microscopic understanding of the
formation of these novel materials requires a
thorough characterization of the small MxCy

clusters and how their structure and bonding
evolve as the cluster size increases.  Such an
understanding will lead to more efficient
methods to synthesize these novel materials as
well as to tailor-design new cluster materials
involving carbon and transition metals.

1.  New Magic Numbers in TixCy
Ð

Anion
 
Clusters and Implications

for the Growth Mechanisms
of Titanium Carbide Clusters1

We reported observation of new prominent
peaks in the TixCy

Ð anion mass spectra from laser
vaporization experiments involving a pure Ti
target with a CH4-seeded He carrier gas (Fig.
4.8).  Both photoelectron spectroscopy and
density functional calculations were performed

to obtain structural and bonding information for
the new prominent anion clusters, including
Ti3C8

Ð, Ti4C8
Ð, Ti6C13

Ð, Ti7C13
Ð, Ti9C15

Ð, and Ti13C22
Ð.

For each cluster, we optimized several
structures, evaluated their electron affinities
(EAs), and simulated their single particle density
of states (DOS); cf. Fig. 4.9.  The calculated EAs
and DOS of the different structures were then
compared with the experimental photoelectron
data.  Good agreement between the experiments
and calculations was found for the lowest
energy isomers considered in each case.  We
found that three factors, i.e., the C2 dimer, cubic
framework, and layered structures, play
essential roles in determining the structures and
chemical bonding of the titanium carbide
clusters.  A growth pathway from Ti3C 8 to
T i 1 3C 2 2 with Ti6C 1 3, Ti7C 1 3, and Ti9C 1 5 as
intermediates was proposed and discussed.

Figure 4.8.   Mass spectra of TixCy
Ð and anions from

laser vaporization of a pure Ti target with a He
carrier gas containing 5% CH4.  Note that the
Ti3C8

Ð peak (top panel) is out of scale and is twice
the full scale.
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2. The Chemical Bonding and Electronic
Structure of RhC, RhN, and RhO2

The electronic structure and chemical bonding
of RhC, RhN, and RhO were experimentally
investigated using anion photoelectron spectro-
scopy.  Vibrationally resolved photoelectron
spectra of RhCÐ, RhNÐ, and RhOÐ were obtained
at two detachment photon energies, 532 nm
(2.33 eV) (Fig. 4.10) and 355 nm (3.49 eV).
Electron affinities, low-lying electronic states,
and vibrational frequencies were reported for
the neutral diatomic molecules.  The adiabatic
electron affinities were similar for the three
molecules and increase slightly from RhC to
RhO (RhC: 1.46 eV; RhN: 1.51 eV; RhO: 1.58 eV).
The low-lying electronic states were rather
simple for RhC, with its first electronic excited
state occurring at 9,400 cmÐ1 above the ground

state, whereas those of RhN and RhO were more
complicated, with numerous closely spaced low-
lying electronic states.  Excited states of the
anions were also observed for RhCÐ and RhNÐ.
The trend of the chemical bonding from RhC to
RhO was discussed based on the experimental
results.

References
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2.ÊÊX. Li and L. S. Wang, J. Chem. Phys. 109, 5264
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Figure 4.9.  Optimized structures of the Ti3C8,
Ti4C8, Ti6C13, Ti7C13, Ti9C15, and Ti13C22 clusters
using density functional theory.

Figure 4.10.  Photoelectron spectra of RhCÐ, RhNÐ,
and RhOÐ at  532 nm (2.33 eV).  HB stands for hot-
band transitions.  Transitions due to excited states
of the anions are labeled in single quotes.  Vertical
lines represent vibrational levels or spin-orbit
components.
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Time-Resolved Spectroscopy of
Solute/Solvent Clusters
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We are developing and applying time-domain
spectroscopic techniques to measure the geo-
metric structures of solute/solvent clusters, and
determine suitable models for the intermolecu-
lar interactions operative in solvation in
condensed phases.  The methods under
development are implementations of rotational
coherence spectroscopy (RCS).  RCS is a high-
resolution, time-domain spectroscopic method
for the determination of the moments of inertia
of molecular species isolated in the gas-phase.  It
yields the rotational constants of an absorber to
an accuracy of 0.1Ð1% without requiring precise
measurement or detailed analysis of individual
eigenstates.  It has become an established
technique, principally through the efforts of
Felker and coworkers.  In many cases, RCS is
complementary to high-resolution spectroscopy
in the frequency domain.  It has great utility as a
method providing gross structural data, and is a
particularly useful technique for species that
have prohibitively dense or featureless spectra
in the frequency domain.  In previous years, we
have employed techniques that yielded
rotational constants averaged over the ground
and first electronically excited state for clusters
containing chromophores that absorb visible
and near-UV light readily.  These techniques are
adequate for clusters which absorb visible or
near-UV radiation and do not undergo
significant geometry changes upon electronic
excitation, but inadequate for clusters that
undergo photoinitiated dynamics or do not
absorb light in the visible or near-UV region.

In the past year we have used a psec time-
resolved method to measure rotational constants
of the first excited state of fluorene-(H2O) and
fluorene-(H2O)2 (cooled to ~5 K in a continuous
molecular beam) via laser-induced fluorescence.
Assignment of the optical spectra of these
species (both laser-induced fluorescence spectra
and multiphoton ionization spectra) to clusters
of specific composition is not possible due to
spectral overlaps and fragmentation following

photionization.  Figure 4.11 shows the time-
resolved fluorescence from fluoreneÐwater
clusters following photoexcitation at 33838 cmÐ1.
In addition to the exponential decay characteris-
tic of a fluorescence lifetime of ~11 ns and a
number of recurrences due to fluorene-(H2O)
spaced by ~2/(B  + C), smaller recurrences due
to fluorene-(H2O)2  are also present.  Analysis of
these data will indicate whether the water is
bound to one aromatic ring in fluorene or is
shared between both aromatic rings.  Analysis of
a transient at 33833 cmÐ 1 only exhibits
recurrences due to fluorene-(H2O), and suggests
the presence of internal rotor levels of different
nuclear spin symmetry (ortho- and  para-H2O) in
fluorene-(H2O) which do not interconvert in the
rarified environment of a low-temperature
molecular beam.

Figure 4.12 shows the time-resolved fluores-
cence from fluoreneÐwater clusters following
photoexcitation at 33827 cmÐ1 [resonant with the
S0 → S1 transition of fluorene-(H2O)2 but red-
shifted from the S0  → S1 origin of fluorene-
(H2O)].  The fluorescence decay can be fit with a
single exponential with a ~9 ns decay constant,
and the observed recurrences are consistent with
a geometric structure in which both water
molecules are on the same side of fluorene.  Fig-
ure 4.13 shows the time-resolved fluorescence
from fluoreneÐwater clusters following
photoexcitation at 33849.0 cmÐ1  [resonant with S0

Figure 4.11.  Rotational coherence spectrum of
fluorene-(H2O)1 clusters following 33838-cmÐ1

excitation.
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→ S1 transitions in both fluorene-(H2O)2  and
fluorene-(H2O)].  The many recurrences in this
transient occur at times consistent with the data
in Figs. 4.11 and 4.12.  The fluorescence decay
can be fit with a single exponential with a ~9.5
ns decay constant (it can also be fit to the sum of
two exponentials with equal amplitudes and

decay constants of 11 and 9 ns).  These data
indicate the utility of rotational coherence spec-
troscopy not only in determining rotational con-
stants, but also in properly assigning vibronic
spectra to clusters of specific composition.

Figure 4.12.  Rotational coherence spectrum of
fluorene-(H2O)2 clusters following 33827-cmÐ1 exci-
tation. Figure 4.13.  Rotational coherence spectrum of

mixed fluorene-(H2O)n clusters following 33849-
cmÐ1 excitation.



Chemical Structure and Dynamics 1998 Annual Report

5-1

 5.  Miscellaneous

High-Resolution Infrared
Spectroscopy: Basic
and Applied Research
S. W. Sharpe, T. A. Blake,
and R. L. Sams
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Infrared spectroscopy is one of several powerful
techniques that the physical chemist can call upon
for studying the behavior of matter on an atomic
scale.  In addition, infrared spectroscopy forms the
basis for a suite of analytical techniques that are
highly specific and extremely sensitive, and can be
directly applied to a number of monitoring prob-
lems.  Brief descriptions of several ongoing proj-
ects in these areas are summarized below.

1. EMSL Molecular Beam–Fourier Transform
Infrared Spectroscopy Capabilities

High-resolution gas-phase infrared spectroscopic
techniques have traditionally been plagued by a
number of problems including spectral conges-
tion, Doppler broadening, and pressure broaden-
ing.  Spectral congestion is related to the number
of quantum states populated at a given tempera-
ture, and is dictated by Maxwell-Boltzmann sta-
tistics.  Doppler broadening is related to tempera-
ture through the kinetic energy relationship, but
also involves the random three-dimensional
motion of the gas molecules.  Pressure broadening
is related to temperature through the collisional
frequency of the molecules, which depends on the
density and mean molecular velocity in the sam-
ple.  By cooling and reducing the pressure of a gas
in specially designed cells, these three effects can
be minimized, but at the expense of drastically
reduced signals.

In a typical experiment, a gas sample is expanded
through a slit orifice measuring 12 cm in length by
50 µm wide.  The ensuing ribbon of gas expands at
supersonic velocities, and in the process molecules
entrained in this ribbon are cooled to a few
degrees above absolute zero.  In addition, the ran-
dom three-dimensional motion of the gas mole-
cules is changed to a two-dimensional flow with
little velocity component in the plane of expansion

but perpendicular to the mass flow.  If infrared
light is used to interrogate the gas molecules
through the plane of expansion, spectral conges-
tion, Doppler broadening, and pressure broaden-
ing are reduced significantly.

In the past, we have made extensive use of tunable
infrared lead-salt diode lasers to interrogate the
expanding gas.  While infrared lasers make ideal
light sources in many respects (i.e., extremely high
spectral brightness, low noise, narrow bandwidth
and rapid tunability), they are severely limited by
narrow spectral coverage.  Often an experiment
will be determined by what laser coverage is
available.  Recently, we have succeeded in inter-
facing a high-resolution Fourier-transform infra-
red spectrometer (FTIRS) with a continuous slit
expansion source.  This provides an alternative to
laser sources and offers continuous spectral cover-
age from the near to far infrared (ca. 15,000 to 10
cm–1).  Although FTIR has been used to interrogate
molecular beams in the past, those setups utilized
a round expansion orifice at moderate spectral
resolution.  The PNNL FTIRS–beam machine is
capable of recording high-resolution (∆ν ≈ 0.0015
cm–1) spectra at rotational temperatures of 15 K
anywhere in the near- to far-infrared spectral
region.  A schematic of this apparatus is shown in
Fig. 5.1.

Figure 5.2 shows the first spectrum of a weakly
bonded (van der Waals) system, Ar–N2O, pro-
duced by the PNNL FTIRS–beam spectrometer.
Despite the fact that this spectrum represents only
two scans of the interferometer at ultimate resolu-
tion (0.0015 cm–1), the signal-to-noise is not too
poor.  The Ar–N2O dimer represents a true van
der Waals complex, and is much harder to observe

Figure 5.1.  Layout of FTIR–beam machine.  The
box at left contains the beam-reducing optics.  The
supersonic molecular beam is generated at the top
of the round chamber.
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than previous hydrogen-bonded species examined
via FTIR/beam studies.  This unique instrument is
currently being used to investigate classes of
CFHCs or Freon substitutes, and can be made
available for outside collaborations.  In addition to
the FTIR–beam spectrometer, a pulsed-beam lead-
salt diode laser spectrometer is available for ultra-
cold, high resolution studies.

2.  Hydrogen Fluoride Clusters

We have recently studied hydrogen fluoride clus-
ters, which are prototypical hydrogen-bonded
species.  The vapor phase of HF exhibits a number
of unusual thermodynamic properties such as
high heat capacity and high thermal conductivity;
it has long been assumed that these properties are
due to the formation of hydrogen-bonded oligo-
mers.  In fact, the gas-phase molecular weight has
been measured at close to 60 amu.1  Consequently,
small clusters of HF have been of considerable
theoretical interest, and recent theoretical results
have predicted planar oblate symmetric-top struc-
tures for the trimer, tetramer, and pentamer 2 at the
global minimum of their potential energy surfaces.
The equilibrium structure (C4h symmetry) of the
tetramer is shown in Fig. 5.3.  These clusters are
strongly bonded: the tetramer, for example, has a
dissociation energy D0 of >7000 cm–1 with respect
to fragmentation into separate monomers.  As a
result of this deep well, there are a number of
intermolecular vibrational modes that should be

accessible to the now-standard molecular
beam–infrared laser techniques; but, except for the
dimer, there has been little rotationally resolved
experimental information for these complexes.

Using our pulsed, slit-jet infrared diode laser spec-
trometer, we have recorded three rotationally-
resolved bands in the 700–800 cm–1 region.  An
intense beam of clusters is formed by expanding a
4% mixture of hydrogen fluoride in helium
through a slit nozzle into a vacuum chamber.  The
beam is interrogated with the output of a lead-salt
infrared diode laser.  The jet absorption spectrum,
along with a reference frequency spectrum, is dig-
itized and recorded by computer.  One of the
observed bands is of an out-of-plane H–F torsional
fundamental (A″) of hydrogen fluoride pentamer
centered at 741 cm–1.  The band is that of a planar
symmetric top (C5h symmetry), as predicted, with
a measured ground-state rotational constant B =
0.0755 cm–1; the predicted B value was 0.07667
cm–1.  The other bands have been assigned to the
hydrogen fluoride tetramer: a perpendicular band
centered at 752 cm–1 is assigned as an in-plane H–F
torsion fundamental (Eu), and a parallel band cen-
tered at 714 cm–1 is assigned as an out-of-plane
H–F torsion fundamental (Au).  Portions of the
perpendicular and parallel bands are shown in
Figs. 5.4 and 5.5, respectively.  The tetramer per-
pendicular band is strongly perturbed, but a pre-
liminary assignment and fit of the rotational struc-
ture gives a ground state B value of 0.130 cm–1.
The parallel band fits very well to a semirigid-

Figure 5.2. A portion of the N=N=O stretching
region of the weakly-bonded Ar–N2O dimer.  The
upper trace is the observed FTIR spectrum; the
lower trace is an asymmetric rotor simulation.
The intense absorption features are due to the
N2O monomer.

Figure 5.3.  The ab initio equilibrium structure for
hydrogen fluoride tetramer.  All atoms lie in the
plane and the symmetry is C4h.  The structural par-
ameters are from Ref. 2.



Chemical Structure and Dynamics 1998 Annual Report

5-3

rotor Hamiltonian, and gives a ground state B
value of 0.132058(8) cm–1.  The predicted B value
for the tetramer is 0.1358 cm–1.  We are presently
extending our spectral searches for other intermo-
lecular bands of (HF)n and (DF)n with n = 3–6.

3.  Diborane

In an effort to improve the spectroscopic constants
of the diborane molecule, we have entered into a
collaboration with researchers at the National

Institute of Standards and Technology and the
University of Paris in Orsay.  We have recorded
several infrared bands from the strong combina-
tions at 3700 cm–1 to the far-infrared ring deforma-
tion mode at 368 cm1.  These gas-phase spectra
were recorded in a room-temperature cell using
our Fourier transform spectrometer.  The resolu-
tion, 0.0017 cm—1, is thirty times better than that of
the last “high resolution” study of this molecule in
the early 1980s.  As a result, we have been able to
not only fit a set of ground-state rotational con-
stants from the complete data set, but also have for
the first time been able to see the effects of Coriolis
coupling perturbations on the rotational structure
of the spectra.  These effects can now be taken into
account when fitting the upper-state vibrational
energy levels.  The band centers and rotational
constants of the resonating dark states have also
been determined.  The results for the ν14, ν17, and
ν18 bands have been published.3  A portion of these
spectra is illustrated in Fig. 5.6.
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Prior to the recent development of quantum cas-
cade lasers,1 spectroscopists have had a limited
selection of compact, high-resolution, tunable,
infrared laser sources.  Some of these sources
include line tunable gas lasers,2 a variety of sys-
tems based on non-linear mixing,3 and the lead-

Figure 5.4.  A portion of the Q-branch region of
the H–F in-plane torsional mode (Eu) of hydro-
gen fluoride  tetramer.

Figure 5.5.  A portion of the P-branch region of
the H–F out-of-plane torsional mode (A u) of
hydrogen fluoride  tetramer.
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salt, semiconductor diode laser.4  It is the latter
lasers that have been the work-horse for many
high-resolution applications requiring a compact
and tunable light source in the mid- to long-wave
infrared.  Despite their success, lead-salt lasers
have a number of serious shortcomings familiar to
anyone who has used these devices.  In a collabo-
rative effort with Bell Laboratories, Lucent Tech-
nologies, PNNL is investigating the lasing charac-
teristics and potential spectroscopic applications
for these new devices.

Lasing characteristics were evaluated for distrib-
uted-feedback (DFB) quantum-cascade (QC) lasers
operating in a continuous mode at cryogenic tem-
peratures.  These tests were performed to deter-
mine the lasers’ suitability for use in high-resolu-
tion spectroscopic applications, including Dop-
pler-limited molecular absorption and pressure-
limited LIDAR applications.  Using a rapid-scan
technique, direct absorbance measurements of

nitric oxide (NO) and
ammonia (NH3) were
performed with sev-
eral QC lasers operat-
ing at either 5.2 or 8.5
µm.  Results include
time-averaged line
widths of better than
40 MHz and long-
term laser frequency
reproducibility, even
after numerous tem-
perature cycles, of 80
MHz or better.  Tun-
ing rates of 2.5 cm–1 in
0.6 ms can be easily
achieved.  Noise-equi-
valent absorbances of
3 × 10–6 have also been
obtained without opti-
mizing the optical
arrangement.

Laser linewidth was
characterized by de-
convolving the direct
absorbance spectrum
of a low-pressure
Doppler-limited sam-
ple (P < 2 Torr) of
either nitric oxide (5.2
µ m) or ammonia
vapor (8.6 µm).  The

Doppler width for a single rotational-vibrational
transition can be calculated using equation (1):

ΓD(fwhm) = 7.162 × 10–7(T/M)1/2ν0, (1)

where T is sample temperature in K, M is molecu-
lar mass, and ν0 is the transition frequency.  At T =
293 K and low pressure, NO and NH 3 give rise to
absorbance features with full-width-half-
maximums (fwhm) of 129.3 MHz (0.00431 cm–1)
and 104.9 MHz (0.0035 cm–1), respectively.  An
absolute frequency scale can be mapped onto the
absorption spectrum by scanning the laser over at
least two identifiable transitions.  Both NO and
NH3 have been well characterized in the mid-
infrared spectral regions.

Figure 5.7 shows a trace of the raw digitized spec-
tral data as it would appear on an oscilloscope.
Figure 5.8 shows the frequency-scaled absorbance
spectrum derived from the trace of Fig. 5.7.  The

942.5942.0941.5941.0
Wavenumber (cm

-1
)

942.5942.0941.5941.0
Wavenumber (cm

-1
)

11B2H6  ν14 Simulation

B2H6 (in natural abundance)  ν14 Experiment

Figure 5.6.  A portion of the infrared spectrum of the ν14 out-of-plane wag
fundamental mode (B2u) of diborane.  The upper trace is a simulation of the
11B2H 6 isotopomer; the lower trace is the experimental spectrum of
diborane in natural abundance: 11B2H6, 64%; 11B10BH6, 32%; 10B2H6, 4%.
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absorbance plot is created by first generating a
baseline and then dividing this baseline, point-by-
point, into the raw data array.  A polynomial of
sufficiently high order is used to generate the
baseline, and care is taken not to include the
absorbance features in this fit.  The –log10 of this
ratio (transmittance) yields the absorbance.  The
frequency scale is generated by fitting the spectral
position of each peak as a function of digitizer
channel, as shown in Fig. 5.9.  A quadratic fit best
describes the tuning rate of the DFB-QC laser as a
function of applied current.  This nonlinear tuning
rate with current is similar to that observed for
lead-salt diode lasers.  Using this current ramping
technique, we have been able to scan continuously
up to 2.5 cm–1.  In separate studies, we have veri-
fied that changing the temperature from ~65 to
~85 K allowed us to alter the center frequency con-

tinuously over a 10-cm–1 region.  Throughout this
tuning range, we were unable to observe any side-
modes, down to –35 dB (technique-limited).

With an accurate frequency scale in hand, it was
possible to fit each absorbance profile to an indi-
vidual Gaussian function and extract the effective
laser linewidth due to instantaneous frequency
instabilities and/or drift.  For the ammonia trace
appearing in Fig. 5.8, we find an average Gaussian
width (fwhm) of 134.9 MHz.  Assuming that the
laser and Doppler profiles add in quadrature, we
estimate the average laser line widths over our
entire scan to be less than 85 MHz.  Several indi-
vidual profiles yielded abstracted laser linewidths
less than 40 MHz.  It should be noted that Doppler
linewidths for both NO and NH3 were verified
using a high-resolution Fourier transform infrared
(FTIR) spectrometer (Bruker HR-120) with a resolu-
tion of 40 MHz.

The same basic procedure and analysis was
applied to the 5.2-µm DFB-QC lasers by using nitric
oxide instead of ammonia vapor.  Figure 5.10
shows the characteristic 2Π3/2 and 2Π1/2 transitions
of NO.  In this case, we have chosen to fit the 2Π1/2

a and f pair to individual Gaussian profiles.  As
shown in the inset of Fig. 5.10, the two peaks have
fitted widths of 137.9 MHz (fwhm), yielding an
abstracted average laser line width of 48 MHz.

In addition to characterizing the laser linewidth,
experiments were also performed to determine the
noise-averaging characteristics of the QC laser.
These experiments involved acquiring 10n (n = 0 to
5) averages over the NO doublet feature.  The
peak-to-peak noise was then plotted against the
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Figure 5.8.  Lower trace: absorbance spectrum of
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number of averages on a log-log scale.  The noise
decreased approximately as √N with up to 5 min-
utes elapsed time, and is consistent with the laser
exhibiting low technical noise at these data acqui-
sition bandwidths.  Our measured noise equiva-
lent absorbance (NEA) over a 90-µs single scan
with 45 mW of received IR power was found to be
1 × 10–3 (P-P), and corresponds to an absorbance
sensitivity of 1.9 × 10–5  (P-P) per √Hz.  Averaging
for 105 sweeps (11 kHz repetition rate, 3% acquisi-
tion duty cycle), we measured a peak-to-peak
noise equivalent absorbance of 3 × 10–6.  These
values are within a factor of 6.5 from the shot-
noise limit for the measured received power.

In conclusion, we have obtained what we believe
are the first high-resolution cw spectra obtained
with DFB-QC lasers.  The results demonstrate that
these lasers can be rapidly ramped through a 2.5-
cm–1 spectral region to obtain direct absorbance
spectra.  Based on a comparison of the predicted
Doppler linewidth with the measured Gaussian
width for numerous absorbance features, we esti-
mate the average laser linewidth to be better than
85 MHz under all conditions, and often approach
40 MHz.  We believe that these lasers have instan-
taneous linewidths much narrower than 40 MHz,
but effects of optical feedback and power supply
noise are limiting.  Noise characteristics of the
DFB-QC lasers indicate that with some effort it is
possible to obtain close to shot-noise limit detec-
tion by employing either FM techniques or high-
speed ramping schemes with rates of data acquisi-
tion greater than 5 MHz.  Efforts to demonstrate
greater sensitivity and narrower laser line widths
are ongoing as we improve our understanding of

mitigating power supply noise and optical feed-
back.
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Demonstration of the
Asymmetric Ion Trap
S. E. Barlow and M. L. Alexander*

Supported by EMSL Operations.
*EMSL Interfacial and Processing Science.

The Paul trap mass spectrometer is an extremely
attractive device for many of mass spectrometric
applications.  It can be built in a variety of sizes
including ones that are readily transportable.  Its
storage capacity allows for sample integration and
MSn experiments to help resolve analytical issues.
Its system requirements for vacuum and electronic
support are rather modest, making it among the
most cost-effective mass spectrometric detectors
known.  The Paul trap also has the unique poten-
tial capability of operating as a simultaneous
cation/anion mass spectrometer, and is the only
single instrument with this inherent capability.
Several other hybrid type instruments, including
the “tandem time-of-flight” mass spectrometer
and a combined Penning and Paul trap have also
demonstrated similar capabilities.  However, these
instruments do not generally share the all of the
other desirable features of the Paul trap.

For all of its attractive features, the Paul trap has
several important limitations that reduce its utility
as a general-purpose instrument.  Among these
are time- and mass-dependent trapping efficien-
cies and considerable shot-to-shot signal jitter.
Further, while the need for a buffer gas to cool
ions toward the trap center reduces the absolute
vacuum requirements, it also allows for ion-mole-
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cule chemistry to occur if the gas composition is
not carefully controlled.

We have developed a new electrode and detector
design to reduce the shot-to-shot jitter associated
with ion ejection.1–4  Some additional unusual fea-
tures of our new trap allow excellent access for
introducing lasers and solids, either in the form of
probe samples or aerosols into the trap.  These lat-
ter features do not measurably compromise the
quality of the observed spectra.

For the Paul trap to function directly as a mass
spectrometer, the trapping fields must be domi-
nated by the quadratic (or quadrupolar) terms in
the electric potential.4  Both the radius of the ring
electrode (r0) and the distance of the end electrode
from the trap center (z0) are arbitrary, independent
parameters that the trap designer can specify for
other purposes.  In particular, by moving the exit
or detection end cap nearer to the center of the
trap than the other one while retaining the har-
monic character the trapping field, we greatly
increase the likelihood that ions will be ejected
from the trap toward the detector rather than in
the opposite direction, for the relative energy
required to reach one end cap versus the other
goes as the ratio of the square of their respective
distances.

We chose the end cap dimensions such that when
the ring electrode is biased at say 1V, a harmonic
well will result when the more distant end cap is
biased at –1 V and the near one is set to 0.  Using
these boundary conditions, we find that

zn
2 = 2z0

2 – r0
2,

where z0 > zn are the end-cap distances.  As illus-
trated in Fig. 5.11, when this relation is used to
determine the shape and location of the exit end
cap, the biasing of the trap becomes simple.
Indeed both the rf and DC (if used) are supplied in
essentially the same manner as for a linear
quadrupole mass filter.  It is the simplicity of the
design and its electronic requirements that make
this scheme particularly attractive.

Experiments were conducted with a modified
Teledyne 3DQ system.  Figure 5.12 shows a cross
section of the new trap.  The new electrodes and
spacers were designed to fit in the same space as
the original trap, allowing us to use many of the
manufacturer-supplied ancillary items such as the
solids probe, electron gun, etc.  The ring electrode

was fashioned in two mating pieces, which
allowed us to incorporate large slots through the
ring and to implement the internal “cut-back” or
relief, which effectively shields the trapping vol-
ume from the azimuthal perturbations of the slots.
In earlier, unpublished work, we constructed a
similar but smaller Paul trap with radial holes and
an internal relief.  Comparisons between the per-
formance with and without the ring modifications
showed no measurable effect on ion storage,
ejection, mass resolution, etc.  The large slots in
the ring electrode do however allow for ready
access to the trapping volume for introduction of
laser beams, particles and targets for laser desorp-

Figure 5.11.  Schematic of asymmetric trap and its
biasing.  Note the split-ring electrode.

Figure 5.12.  Cut-away assembly drawing of
asymmetric trap.  Note relief cut on the two-piece
ring electrode and the large slits.
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tion experiments.

In the work reported here ions were scanned out
of the trap using a linear ramp on the rf ampli-
tude.  Ions were produced both by electron impact
ionization and by laser desorption of a solid sam-
ple.  No rf tickle or secular excitation was used
here, although of course it could be readily intro-
duced.  For the laser desorption measurements we
used a the fourth harmonic of a Nd:YAG laser at
266 nm with a pulse length of 7 ns and a pulse
energy of 2 mJ/pulse (0.05 J/cm2).

Initial tests were conducted by using FC-43 (per-
flourotributylamine, MW = 671 u) and electron
impact ionization and laser desorption/ionization
of trichloroethane.  Figure 5.13 shows a section of
a single-shot dual-polarity spectrum of FC-43.  The
dips following the two largest peaks in both spec-
tra are due to capacitance mismatching in the
detection circuit.  Beyond this readily corrected
problem, the spectra are surprisingly clean.  Fig-
ure 5.14 shows a single-shot cation spectrum again
of FC-43, but this time we have replaced the two
channel microchannel plate with a single channel
multiplier with higher gain.  Of particular interest
in Fig. 5.14 are the surprisingly narrow lines.  The
line width and apparently improved resolution is
probably due to the presence of sixth-order terms
in the trapping fields.  These terms will arise natu-
rally in the asymmetric trap due to the finite elec-
trode extent.

These preliminary data generated with the new
asymmetric Paul trap verify many of the charac-
teristics that were theoretically predicted, includ-
ing improved signal to noise and the ability to do
simultaneous cation/anion mass spectrometry.
As an unexpected bonus, we have discovered that
the mass resolution of this new trap is at least as
good to those of the “stretched” traps, where small
sixth-order terms have been added.  Consideration
of the trap design lead us to conclude that this is
due to the unavoidable presence of higher order
terms in the actual construction of the instrument.
However, this trap should perform in a manner
much closer to elementary theory than standard rf
traps, because the electric fields are in fact very
linear.
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Figure 5.13.  Simultaneous cation/anion spectra
from FC-43 by electron impact ionization.

Figure 5.14.  Single shot cation spectrum of FC-43
that indicates the inherently narrow line widths
obtained using the asymmetric trap.
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Radiative Association
of Cs+ with 12-crown-4 Ether
at 288 K
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We have developed a new Fourier-transform ion
cyclotron resonance mass spectrometer (ICR) spe-
cifically designed for chemical kinetics experi-
ments.1  During the course of the initial testing, we
were able to repeat the radiative association
measurements of Chu et al.,2 but with improved
precision.

This improvement in precision can be attributed to
several design feature of the instrument.  First, the
ion trap itself has almost no fourth-order terms in
the electrostatic trapping field, so the frequency
response is quite linear over a broad range of exci-
tation amplitudes and ion numbers.  The quad-
ratic trap also allows us to operate with much
deeper trapping wells than is standard practice
with conventional instruments, so evaporative ion
losses are largely eliminated.  Second, the simple
trap geometry (basically a closed cylinder) allows
us to calculate a priori  the expected image charge
effect on magnetron motion.  Third, the instru-
ment is fitted with very stable, externally mounted
electron and cesium ion guns, giving excellent
reproducibility of ion samples.  Fourth, it has an
auxiliary gas handling system that provides a con-
stant flow of reactant gas into the trap volume.
Finally, we make use of improved theoretical
treatments in our data analysis.

We have measured the rate constant for the
attachment of 12-crown-4 ether (12c4) to cesium
ions, and also the rate constant for attachment of a
second crown to the resulting complex.  Crown
ethers are being studied at PNNL for the specificity
with which they bind particular alkali cations,
which may make possible the extraction of radio-
active strontium and cesium from high-level
radioactive wastes at Hanford.3  At low pressures
in the gas phase, the attachment is believed to be
stabilized by the emission of radiation, rather than
by additional collisions.2

The measurement is straightforward.  A stable low
pressure of 12c4 is maintained in the chamber by

admitting a steady flow through a capillary from a
gas manifold.  The compound is condensable, so
sufficient time must be allowed for a steady condi-
tion to be reached.  A cesium ion beam with
energy 10 eV and current 115 pA is passed
through the trap for 2 seconds with the trapping
potential set to VT = 8 volts, corresponding to a
5.21-volt well depth.  Some of these ions lose
enough energy by collisions with molecules of
12c4 to be trapped.  After an additional delay dur-
ing which association reactions occur, the product
ions are analyzed by FTICR.  Only three mass
peaks are seen, at m/z values of 132.9, 309.0, and
485.1, corresponding to Cs+, Cs+(12c4), and Cs+-
(12c4)2 respectively.

The peak heights recorded as a function of the
delay time are shown in Fig. 5.15, along with the
sum of the three peaks.  For about four seconds
after the ion beam is shut off, the sum continues to
rise, even though no new ions are being trapped.
During this time, the Cs+ ions are cooling by colli-
sions with neutrals, and the ICR motion of the ini-
tially hot cloud is more strongly damped than
usual.  From four seconds on, the sum of the peak
heights is nearly constant for the remainder of the
data, indicating that no ions are lost to other chan-
nels, and that the individual peak heights are good
measures of the relative numbers of ions of each
species.  Other than the early cooling period, the
data indicate two sequential attachment reactions.
The attachment rates found from fits to the expo-
nential portions of the data are 0.18 ± 0.01 s–1 for
the reaction

Cs+ + 12c4 → Cs+(12c4) (1)
and 0.018 ± 0.001 s–1 for

Cs+(12c4) + 12c4 → Cs+(12c4)2. (2)

The curves in Fig. 5.15 are solutions of a simple
pseudo–first-order kinetics model using these
rates.

To convert the measured rates into absolute rate
constants, we need to know the neutral gas den-
sity. This is a difficult problem in a UHV chamber,
especially with a strong magnetic field, and it is
the dominant source of uncertainty in measure-
ments of gas-phase rate constants at pressures
below 10–5 Torr.  With the pressure steady (as
indicated by an ionization gauge outside the mag-
net bore), an electron beam is passed through the
trap with trapping potentials applied to the end-
caps.  The number of ions trapped per second is
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dN/dt = n0σiLI/q,

where n0 is the density of neutrals, σi is the ioniza-
tion cross-section, L is the length of the trap plus
the length of the endcap entrance and exit tubes,1 I
is the electron beam current, and q is the charge of
the electron.  Thus if σi is known, n0 can be found
from a measurement of dN/dt.  From comparison
with ion gauge sensitivities for similar compounds
that have known ionization cross sections, we
estimate σi ≈ 5.6 ± 1.2 × 10–15 cm2 for 12c4 with 100-
eV electrons.  To find dN/dt, we vary the time the

electron beam is left on and measure the magne-
tron frequency in each case (see Fig. 5.16).  The
frequency shift is proportional to the stored
charge, and the proportionality factors have been
calculated for the standard ICR trap geometries.1

For our trap in our magnetic field, the shift is 3.06
Hz per million elementary charges.  The slope of
the data in Fig. 5.16 divided by this factor gives an
ion production rate of 1.06 million ions per second
with a 10-nA beam current, for a measured neutral
density of n0 =1.5 ± 0.4 × 109 cm–3.  The absolute
rate constants are thus k1 = 1.2 ± 0.3 × 10–10 cm3/s
for attachment of the first 12c4, k2 = 1.2 ± 0.3 × 10–11

cm3/s for attachment of the second.

Using available estimates of the dipole moment
(1.78 D) and optical index of refraction  for 12-
crown-4 (1.4621), we find the polarizability to be  α
= 1.76 × 10–3 cm3.  Using the standard theory,4 we
find the collision rate constants are 1.7 × 10–9 cm3/s
for Cs+ with 12c4 and 1.4 × 10–9 cm3/s for collisions
with a second crown ether; the difference between
these two numbers comes from the change in
reduced mass due to reaction.  Dividing the meas-
ured association rate constants by these collision
rate constants, we find that the probability for
attachment during a collision is 0.07 ± 0.02 for the
first 12c4 and 0.009 ± 0.002 for attachment of the
second.

We also conducted a short set of measurements
Figure 5.15.  ICR response vs. time for Cs+ (solid
circles), Cs+(12c4) (squares), Cs+(12c4)2 (open cir-
cles) and total signal (diamonds).  The data in Fig
1a (above) are normalized and the lines are
sequential least-squares fits to the analytic solu-
tions of the coupled kinetic equations.  Fig 1b
(below) shows unnormalized data using the same
fits.  Data from the first six seconds was not used
in the rate fitting.  These data appear with the
same symbols, but made smaller for clarity, in Fig.
1a.  The deviation from the theoretical fit is clear.

Figure 5.16.  Magnetron frequency vs. “fill time.”
This is a direct measure of total ion number in the
trap.  Fill time is the time of operation of the elec-
tron beam ionizer at 100 eV with 10.0 nA of cur-
rent.
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that examined collision-induced dissociation (CID)
of Cs+(12c4)2 by background 12c4.  We found that
with center of mass collision energies of about 0.15
eV, one quarter of the dimer was dissociated to the
monomeric form with little or no formation of Cs+.
By the time the energy was raised to 0.5 eV we
found about 40% dissociation with substantial loss
of both ligands.  Raising the energy still further to
about 1.5 eV caused complete loss of the
dimer—about 80% had been driven back to the
bare cesium ion.  These results are in qualitative
agreement with the much more detailed C I D
measurements of Moore et al.3  These workers
found serious disagreement between their meas-
ured Cs+(12c4) binding energy and high-level cal-
culations.  To explain their results, they hypothe-
sized that a barrier exists in the complex for the
12c4 to flip from its S4 gas-phase equilibrium con-
formation to the lower-energy C4  state that it
should assume as a ligand.  Our results qualita-
tively support this conclusion; further, they imply
that the barrier between the two states must be
quite substantial.  The reason for this is that in the
ICR the ions have several minutes to relax, during
which time the ions are undergoing collisions with
12c4, which should  effectively remove excess
energy and achieve radiative equilibrium with the
trap walls.  Further, we may infer that when the
second ligand attaches to the cluster, it also adds
exclusively in the S4 conformation.

The improved precision of the measurement is
due to a combination of factors related to the
instrumentation.  First, we employ a “precision”'
ion trap that allows us to operate effectively in a
much deeper electrostatic well than is common
practice in most ICR work; the result, shown in
Fig. 5.20, is that we do not lose ions to axial
evaporation.  A second benefit of the precision of
the trap is that we have a large linear volume of
parameter space as illustrated in Fig. 5.16.  Third,
advances by us in understanding trap phenomena
and calculation image charge effects allow us to
independently quantify ion number without
regard to ion mass.  Finally, we have a high
quality, actively-controlled gas handling system
that allow us to deliver a very stable flow of
reactant gas to the ion trap.
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The general aim of near-field optics is to extend
optical microscopy beyond the diffraction limit.
The widely adapted aperture approach is based on
an aluminum-coated fiber tip,1 of which the fore-
most end is left uncoated to form a small aperture.
Unfortunately, only a tiny fraction (<10–4 for a 100-
nm aperture) of the light coupled into the fiber is
emitted by the aperture because of the cut-off of
propagation of the waveguide modes.  The low
light throughput and the finite skin depth of the
metal are the limiting factors for resolution.  Many
applications require spatial resolutions that are not
obtainable with the aperture technique.  For
example, in our effort on spectroscopic imaging of
photosynthetic membranes,2 a spatial resolution of
at least 20 nm was desired in order to resolve
closely-packed individual proteins in a lipid
membrane.  Moreover, the aperture technique has
other practical complications: (1) it is difficult to
obtain a smooth aluminum coating on the nano-
metric scale, which introduces non-reproducibility
in probe fabrication as well as measurements; (2)
the flat ends of the aperture probes are not
suitable for simultaneous topographic imaging at
high resolution; and (3) the absorption of light in
the metal coating causes significant heating and
poses a problem for biological applications.  To
overcome these limitations, we have developed a
new approach for high-resolution fluorescence
imaging based on a sharp, laser-illuminated metal
tip.

We use the metal tip to provide a local excitation
source for the spectroscopic response of the sam-
ple under investigation.  Excitation light of proper
polarization induces a strongly enhanced field at
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the tip.  The enhanced field consists mainly of
non-propagating (evanescent) components and is,
thus, strongly confined to the tip end.

Figure 5.17a shows a field emission electron
micrograph of a gold tip with an end diameter of
15 nm that we fabricated with etching and subse-
quent focused ion beam (FIB) milling.  Because of
the bent shape, the field enhancement can be
excited by light polarized in the horizontal direc-
tion.  Figure 5.17b shows the calculated field
intensity distribution at the end of a symmetrical
gold tip tilted from the vertical direction, mimick-
ing the situation in Figure 5.17a.  The electric field
intensity at the tip end is found to be enhanced by
a factor of f ≈ 1000.  The calculated fields are rigor-
ous three-dimensional solutions of Maxwell’s
equations obtained by the multiple multipole
approach.3 The field enhancement arises from a
high surface charge density at the tip that is
induced by the incident light polarized along the
tip axis.3

The enhanced field at a gold tip is used here as an
excitation source for molecular fluorescence.  In
order to enhance the near-field contrast, we util-
ized two-photon excitation of fluorescence that
has found wide applications in far-field micros-
copy.  Since two-photon excitation is a non-linear
process with quadratic dependence on excitation
intensity, the detected fluorescence signal becomes

proportional to the square of the intensity
enhancement factor, f2 ≈ 106.  Therefore, two-pho-
ton excitation leads to a significantly improved
contrast.

The metal tip is maintained within 2 nm above the
sample surface by using a tuning-fork feedback
mechanism.  The use of a metal tip only a few
nanometers away from a chromophore raised con-
cerns about fluorescence quenching by the metal
tip.  Fortunately, this problem was minimized for
samples of molecular aggregates such as J-aggre-
gates and fluorescent proteins in photosynthetic
membranes.  In particular, psuedo-isocyanine
(PIC) dye molecules in J-aggregates have
extremely fast energy transfer along the aggregate
length with an upper bound of coherent length of
50 nm, whereas the chlorophyll a (Chl a) and chlo-
rophyll b (Chl b) molecules in Light Harvesting
Complex (LHC-II) are separated by only a couple
of nanometers, according to the crystal structure.
Rapid energy transfer in these systems allows the
fluorescence emission to take place far from the
metal tip so that fluorescence quenching by the
metal is reduced.

Figure 5.18 shows the simultaneous images of
topography and near-field two-photon excited
fluorescence for J-aggregates of PIC dye molecules
in polyvinyl sulfate (PVS). After preparation of the
aggregates in the PVS matrix, we applied de-
ionized water to remove much of the PVS polymer.
This left a thin aggregate layer on the surface,
ranging from ~50 nm to ~5–10 nm in height, as
seen by the topographic image.  All fluorescence
features occurred both in the trace and retrace of
the same scan line.  The lower portions of Fig. 5.18
show the simultaneous cross-sections taken across
the aggregate strands (dotted white line).  The
arrows in the topography cross-section indicate a
feature with fwhm of ~35 nm, while the cor-
responding fluorescence cross-section has a fwhm
of 30nm.  This width is narrower than previously
seen with the aperture approach.  This image
demonstrates the superior spatial resolution of the
present approach.

We have demonstrated a new approach for near-
field fluorescence imaging with an unprecedented
spatial resolution.  The technique takes advantage
of a localized excitation induced by the highly
enhanced E-field around a nanometrically fabri-
cated metal tip, as well as by multi-photon excita-
tion, and overcomes difficulties of the aperture

Figure 5.17.  (a, left) Scanning electron micro-
graph of an asymmetrical gold tip fabricated by
FIB in order to achieve field enhancement with the
horizontal polarization of a focused laser beam.
(b, right) Calculated intensity distribution near a
gold tip mimicking the tip in (a); k and E indicate
the propagation direction and polarization of the
incident field, respectively.  An enhancement fac-
tor of 1000 in intensity over the incident light is
present at the tip end.  The calculation is a three-
dimensional solution of Maxwell’s equations
obtained by the MMP method.
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approach, opening the possibility of spectroscopic

mapping on the nanometer dimension, to resolve
individual proteins in lipid membranes.
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A variety of new imaging capabilities capable of
producing three-dimensional profiles of biological
and chemical samples is emerging, especially con-
focal microscopy and multiphoton fluorescence
methods.  These techniques require either intrinsic
fluorescent species or addition of a label.  We have
developed a Raman imaging technique that is
based on vibrational properties of the sample, and
that is sensitive to species not excited electroni-
cally by visible light.

We employ coherent anti-Stokes Raman scattering
(CARS) to overcome the low signals typical of
spontaneous Raman methods.  Sub-picosecond
pulses in the near infrared, separated in frequency
by a molecular vibrational mode, are focused to
sub-micron spots with a microscope objective.  At
the focal point a new light beam is generated with
a wavelength shorter than the incident beams, and
whose intensity reports the concentration of the
molecular species in resonance.  Due to the high
peak power of our light source, we generate
detectable signals at 0.1 mW average power,
which is tolerated by most samples.  The sample is
raster scanned to generate a two-dimensional
image, then repeated to generate a series of image
planes for a three-dimensional image.

Figure 5.19 shows CARS images of live cells, dem-
onstrating the capability of this system.

Figure 5.18.  Simultaneous topographic image (a)
and near-field two-photon excited fluorescence
image (b) of J-aggregates of PIC dye in a PVS film
on a glass substrate.  The topographic cross-sec-
tion along the dashed line (A–B) has a particular
feature of 35-nm fwhm (indicated by arrows) and
a corresponding 30-nm fwhm in the emission
cross-section.
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Single-molecule studies of chemical and biological
systems have provided new information that is
not obtainable from ensemble-averaged measure-
ments.1  The single-molecule approach is particu-
larly powerful in investigating dynamical behav-
iors of macromolecules in real time, such as inter-
facial electron transfer,2 molecular conformational
change at interfaces3 and in proteins,1,4 and enzy-
matic reactions.4

Cholesterol oxidase (COx) from Brevibacterium sp.
is a monomeric protein of 53 kDa.  Flavin adenine
dinucleotide (FAD) is a coenzyme and non-cova-
lently bound to protein matrix at an active site.
Each COx molecule contains only one FAD.  In the
oxidized form, FAD absorbs excitation photons at
450 nm and emits fluorescence at 520 nm.  During
cholesterol oxidation in an enzymatic turnover
cycle, FAD is first reduced to F A DH2, and then
reoxidized back to its original form by oxygen.
The reduced FADH2 is non-fluorescent.  The blink-

ing behavior in single-molecule fluorescence tra-
jectories can also be explained by the following
scheme:

The enzymatic turnover reaction can be expressed
by the Michaelis-Menten mechanism:

where S and P represent substrate and product,
respectively.

Figure 5.20 (lower panel) shows a portion of a long
fluorescence intensity trajectory recorded from a
single COx molecule with 0.2 mM cholesterol and
0.25 mM oxygen at pH 7.4.  Stochastic blinking
behavior that gives on-times and off-times in this
intensity trajectory is evident.  Extensive control
experiments had shown that the origin of the
intensity-blinking behavior in this single-molecule
system is enzymatic turnovers: toggling the redox
form of FAD in enzymatic reaction cycles.4

Figure 5.21A shows a typical on-time distribution
derived from a long intensity trajectory at 2-mM
cholesterol substrate.  The apparent deviation of
the distributions from Poisson distributions indi-
cates that the forward reaction, Eq. (1), involved
an intermediate state, and the intermediate com-
plex formation step is the rate-limiting step.  The
FAD reduction process, k2, became the rate-limiting
step when 5-pregene-3β-20α-diol was used as sub-
strate with 10 times higher concentration. The 5-
pregene-3β-20α-diol substrate gives a slower k2

than cholesterol substrate does.  In this case, we
found that k2 varies from 3 to 14 s–1 among the
molecules examined,4 and k2’ are nearly uniform,
3.2 ± 0.5 s–1.  Seemingly identical COx molecules
have significant different k2, reflecting static disor-
der in the FAD reduction process.

Figure 5.19.  (a) CARS image of six live, unstained
bacteria of the type Shewanella putrefaciens, strain
CN-32, in D2O.  The Raman shift is 2878 cm–1, in
the spectral region of aliphatic C–H vibrations.
(b) CARS image of three live, unstained HeLa cells
in aqueous HEPES buffer solution.  The Raman
shift is 2913 cm–1, in the spectral region of
aliphatic C–H vibrations.  The bright features are
mitochondria that are rich in aliphatic CH.
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Dynamic disorder originates from reaction rate
fluctuations.  The dynamic disorder can be evalu-
ated by the conditional probability distribution,
p(X,Y), for pairs of on-times (X and Y) separated
by a certain number of turnovers.  Figure 5.22A
and B are, respectively, the two-dimensional (2-D)
histograms of a pair of on-times adjacent to each
other and separated by 10 turnovers.  In the
absence of dynamic disorder, p(X,Y) should be
independent of the separation between the two

on-times.  In contrast, for adjacent pairs of on-
times (Fig. 5.22A), there is a diagonal feature, indi-
cating that a short on-time tends to be followed by
another short on-time, and a long on-time tends to
be followed by another long on-time.  For the
separation of 10 turnovers (Fig. 5.22B), the mem-
ory is lost.

To further evaluate the memory times in the COx,
we calculated the autocorrelation functions of on-
time trajectories.  Fig. 5.22C shows an autocorrela-
tion function of on-times, r(m), where m is the
index number in on-time sequence derived from a
single-molecule turnover trajectory measured at 2-
mM 5-pregene-3β-20α-diol substrate.  Under these
conditions, FAD reduction, k2, is the rate-limiting
step.  The non-zero r(m) at m > 0 with a decay con-
stant of 1.8 ± 0.4 sec indicates a memory effect
among on-times.  Converting the decay constant
of r(m) based on an average turnover of about 0.6

Figure 5.20.  Fluorescence image (8 µm × 8 µm) of
single COx molecules immobilized in a thin film
of agarose gel of 99% buffer solution (pH 7.4).
This image was taken in 4 minutes with an
inverted fluorescence microscope by raster-scan-
ning the sample with a focused laser beam of 500
nW at 442 nm.  Each individual peak is attributed
to a single COx molecule.  The fluorescent FAD
active site is shown in the inset.  The intensity
variation between the molecules is due to
different longitudinal positions in the light
depths.  The single molecules of COx were con-
fined in agarose gel of 99% water with no obser-
vable translational diffusion.  However, the COx
molecules were freely rotating within the gel.  The
lower panel shows a portion of an emission inten-
sity trajectory of a single COx with 2-mM steroid
substrate.  The enzymatic turnovers of a single
COx molecule catalyzing oxidation of cholesterol
molecules are observed in real time.

Figure 5.21.  (A, above) Distribution of on-times
(bars) derived from the emission trajectory of
another single COx molecule recorded at 2-mM
cholesterol concentration.  The simulated curve
(solid line) is based on Eq. (1), assuming k1 = 33 ± 6
s–1, k2 = 17 ± 2 s–1, and k–1 = 0.  (B, below) The
distribution of k 2 derived from the on-time
distributions of 33 COx molecules in the same
sample.  The static disorder of k2 is evident.
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sec, we found the memory time was 1.1 ± 0.4 sec.
Interestingly, this is the same time scale of turn-
over time (0.5 ~ 2 sec).  In contrast, we did not find
a memory effect in off-time time sequence, i.e.,
r(m) of off-times are zero when m > 0.  This mem-
ory effect in FAD reduction arises from the fluctua-

tion of reaction rate k2.  The correlation time
derived from r(m) represents the time scale of fluc-
tuation.  Rate fluctuation can be directly related to
the fluctuation of reaction barrier height.  The
height of a reaction barrier can be changed by con-
formational fluctuation of the protein.

Possible origins of the enzyme protein conforma-
tional changes are spontaneous, ligand-binding-
induced or reaction-induced.  The conformational
changes around the FAD should be related to the
reactivity and the fluorescence fluctuation of the
FAD.  To further investigate the physical nature of
dynamic disorder of the COx enzyme, we meas-
ured the fluorescence spectral trajectory in the sin-
gle-FAD active site without adding substrate, i. e.,
without the substrate- and reaction-induced con-
formational changes.  Figure 5.23 shows the auto-
correlation function of spectral mean trajectories
derived from a sequence of spectra collected at
100-ms exposure time.  The decay time from a sin-
gle exponential fit is 1.5 ± 0.4 s.  This result dem-
onstrated the existence of the spontaneous con-
formational fluctuation.  Interestingly, the time

Figure 5.22.  (A, upper left) The two-dimensional
(2-D) conditional probability distribution for a
pair of on-times (X and Y) separated by a certain
number of turnovers.  The scale of the X and Y
axes are from 0 to 1 s.  The 2-D conditional
histogram for on-times of two adjacent turnovers
is derived from the trajectories of 33 COx
molecules with 2-mM 5-pregene-3β-20α-diol
substrate.  A subtle diagonal feature is present.
(B, upper right) The 2-D condi tional histogram for
two on-times separated by 10 turnovers for the
COx molecules in (A).  The diagonal feature
vanishes because the two on-times become
independent at the 10-turnover separation.  (C,
below) The autocorrelation function of on-times,
r(m), m being the index number of turnovers, for a
single COx molecule with 2 mM of steroid
substrate.  The solid line is a single exponential fit
with a decay constant of 1.6 ± 0.5 turnovers.  With
the averaged turnover cycle of 600 ms, we deduce
a correlation time of 1.0 ± 0.3 s for the fluctuating
k2 of this molecule.  If there were no dynamic dis-
order, r(m) = 0 for m > 0.  The decay of r(m) indi-
cates the fluctuation of k2.

Figure 5.23.  The autocorrelation function (dots) of
spectral mean for a spectral mean trajectory.  The
solid line is a fit by a single exponential with a
time constant of 1.3 ± 0.3 s.  We attribute the fluc-
tuation of k2 to conformational fluctuation of the
protein, which can be probed by the emission
spectra of the FAD active site.  The decay constant
is of the same time scale as k2 fluctuation, provid-
ing strong evidence that an equilibrium fluctua-
tion in conformation results in variation of the
enzymatic rate, k2.  The inset shows the emission
spectrum of a COx molecule taken in 100 ms.
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scale of the conformational fluctuation is of the
same time scale as enzymatic turnovers and the
memory effect of COx.

We have shown that single-molecule spectroscopy
can provide detailed information about the enzy-
matic reaction of COx, beyond the Michaelis-Men-
ten mechanism, and not obtainable in ensemble-
averaged measurements.  We also find that the
spontaneous conformational fluctuation leads to
the memory effect in the enzymatic activity of
COx.
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One of the interesting applications of single-mole-
cule spectroscopy is the study of the exciton
dynamics of molecular aggregates, which have
been explored by a few groups.  With confocal
microscopy, two detailed studies of the single
light-harvesting complex LH2 from Rhodopseudo-
monas acidophila and single conjugated polymers
have been carried out recently by Hochstrasser
and coworkers1 and by Barbara and coworkers,2

respectively.  Both groups showed that in addition
to one-step bleaching, single aggregate emission
can be switched between on and off states by the
formation of exciton traps, which quench the fluo-
rescence during the emission off-time.  The exact
chemical nature and mechanism of formation for
the exciton traps are not yet known.  In the case of
light-harvesting complex LH2, it was suggested
that radical cations of bacterial chlorophyll a are
formed via photo-induced electron transfer.1,2  We
report a series of single-molecule experiments

done on allophycocyanin (APC), a simpler and
well-characterized molecular aggregate.  The
motivation of this work is to reveal the underlying
mechanisms for photochemistry and photophysics
of single APC trimers.

APC is located in a light-harvesting apparatus in
cyanobacteria, responsible for efficient capturing
and funneling electronic excitation to the mem-
brane-bound photosynthetic reaction centers (PS
II), where fast electron transfer occurs with high
efficiency, converting solar energy to chemical
energy.  A schematic representation of the struc-
ture is shown in Fig. 5.24.  Three αβ monomers are
arranged around a threefold symmetry axis to
form a trimer (αβ)3 which has a diameter of ~11
nm, a thickness of ~3 nm, and a central channel 3.5
nm in diameter.  In each monomer, an α  or β poly-
peptide chain covalently binds a phycocyanobilin
(open-chain tetrapyrrole) chromophore through a
cystein residue α84 or β84.  Upon aggregation to a
trimer, the α84 chromophore in one monomer is
brought close to the β84 chromophore in an adja-
cent monomer, forming a strongly interacting pair
with a center-to-center distance of 2 nm.  The
absorption spectrum of APC trimer is significantly
different from that of the monomer, with a red-
shifted sharp peak at 654 nm.

We have investigated individual APC trimers
under ambient conditions with fluorescence spec-
tra, lifetimes, intensity trajectories, and polariza-
tion modulation.3  Our results support the picture
that an APC trimer can be regarded as three pairs
of two excitonic states of the strongly coupled α84
and β84 chromophores with much weaker interac-

Figure 5.24.  The structure of APC.
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tions among the pairs.  The fluorescence spectra of
individual APC trimers are identical to the ensem-
ble-averaged spectrum, and are homogeneous on
the time scale of seconds.  The fluorescence life-
times, on the other hand, are found to be widely
distributed, and are shorter than the ensemble-
averaged lifetime because of formation of long
lived exciton traps.

Polarization modulation of the excitation light can
yield detailed information on the orientation of the
transition dipoles.  According to the C3 symmetry
of the trimer, the fluorescence intensity can be
regarded as the incoherent summation of emission
from three quasi-independent chromophore pairs.
Assuming that the disk-like APC trimer lies flat on
the glass surface, fluorescence intensity induced
by excitation to the higher exciton band can be
written as

I = Pσ1η1cos2(ωt + θ) + Pσ2η2cos2(ωt + θ +2 π/3)

+ Pσ3η3cos2(ωt + θ +4 π/3), (1)

where P is the laser power density; σ1, σ2, and σ3

are the absorption cross-sections of the lower exci-
ton band at the excitation wavelength; η1, η2, and
η3 are the fluorescence quantum yields of the three
pairs, ω is the frequency of polarization modula-
tion; and θ is the initial phase.  Figure 5.25 shows a
calculation of the emission intensity influenced by
polarization modulation for an APC trimer laid
down flat on a substrate.  For three identical pairs,
σ1 = σ2 = σ3 = σ and η 1 = η 2 = η 3 = η, so Eq. (1) can
be simplified to

I = Pση[cos2(ωt + θ) + cos2(ωt + θ +2π/3)

+ cos2(ωt + θ +4π/3)] = 1.5Pση. (2)

Therefore, no modulation of the fluorescence
intensity should be seen (solid line in Fig. 5.25).
After the formation of an exciton trap in one of the
three pairs (η 3 = 0, for example), a moderate
modulation should be seen (dotted line in Fig.
5.25, assuming that the trap does not quench the
emission of the adjacent pairs, i.e. η 1 = η 2 = η ) .
When emission from two pairs is gone because of
either trap formation or photobleaching, emission
from the remaining pair results in a 100% modula-
tion (dashed line in Fig. 5.25).

An experimentally measured polarization modu-
lation trace shown in Fig. 5.26.  The zoomed-in
figures for time periods 0–1.0 sec, 13.0–15.0 sec,
and 19.0–20.0 sec correspond to three-pair, two-
pair, and one-pair states, respectively, with their

averaged level and modulation depth consistent
with the simulations in Fig. 5.25.

It is important to distinguish trap formation from
photobleaching.  Trap formation results in the
one-step disappearance of emission within a pair,
caused by formation of an absorbing radical
cation, which substantially (but not completely)
quenches the emission of the other chromophore
in the pair.  Photobleaching is caused by irreversi-
ble excited-state photochemical reactions, such as
photoxidation or hydrogen abstraction, generating
nonabsorbing species.  The traps and bleached
chromophores can be distinguished by polariza-
tion modulation traces and the simultaneous fluo-
rescence lifetime and intensity trajectories.  The
portion between 5.5 and 7.5 s in Fig. 5.26 corres-
ponds to the situation that one chromophore is
photobleached.  The trap formation is approxi-
mately three times more probable than the
bleaching.

The exciton trap formation and/or photobleaching
of an individual APC trimer is over an order of
magnitude faster for pulse than for cw excitation,
indicating nonlinear mechanisms for exciton trap
formation and/or photobleaching.  Singlet–singlet
annihilation is most likely the dominating
mechanism under pulsed excitation.  The exciton–
exciton annihilation exists even under cw excita-
tion, as evidenced by a size-dependent bleaching
rate.  Singlet–triplet annihilation is most likely the

Figure 5.25.  Calculated polarization modulation
traces for one, two, and three pairs of α84 and β84
chromophores.  The disk-like A P C trimer is
assumed to be flat on a flat sample surface.  The
polarization direction of the excitation light is
rotated within the sample plane.
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dominating mechanism under cw excitation.  The
exciton traps are long-lived and spontaneously
reversible.  Such photochemistry of light harvest-
ing complexes is difficult to investigate with
ensemble-averaged experiments, due to extremely
low quantum yields for the photochemical species.
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Figure 5.26.  An experimentally measured polarization modulation trace.  The zoomed-in portions show
that the three pairs are all emitting (0.0–1.0 s) initially, then two pairs emitting (13.0–15.0 s) and finally
only one pair emitting (19.0–20.0 s), similar to the calculated traces in Fig. 5.25.  This experiment proves
that the emission disappears in pairs due to exciton traps formed within the strong interacting α84 and
β84 pairs.  The portion between 5.5–7.5 s corresponds to a situation under which one of the six chromo-
phores is bleached.
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Thermal Plasma, invention disclosure filed Sept.
1998.

S. E. Barlow, T. M. Orlando, and R. G. Tonkyn,
“Design for Monolithic Dielectric Packing Dis-
charge Reactor,” patent pending. (USCAR CRADA)

S. E. Barlow, R. G. Tonkyn, and T. M Orlando,
“Method and Apparatus for Processing Exhaust
Gas with Corona Discharge,” patent pending.
(USCAR CRADA)

K. M. Beck, “Photoacoustic Touch-Off Probe,”
U.S. Patent 5,739,433 (granted April 14, 1998).

G. R. Holtom, X. S. Xie, and A. Zumbusch, “Micro-
scopic Imaging by CARS,” application submitted
July 1998. (BES)

A. J. Peurrung and S. E. Barlow, “Confinement of
Weakly Ionized Gas in the Presence of a Neutral
Gas,” patent pending.

Presentations
Presenter     underlined     ; * = invited talk.

K.          M.         Beck     , “Atomic and Molecular Laser-Stimu-
lated Desorption from Complex Ionic Crystals,”
Department of Chemistry, University of Illinois
at Chicago, Feb. 12, 1998.*

K.           M.          Beck     , “Photostimulated Desorption from
Molecular Ionic Crystals,” First International
Symposium on Photoreaction Control and Photo-
functional Materials, Tsukuba, Japan, Mar. 16–18,
1998.* (NSF, BES)

K.          M.         Beck     , “Laser-Stimulated Energetics in Min-
eral Substrates,” University of Tokyo Dept. of
Chemical Systems Engineering, Apr. 23, 1998.*
(NSF, BES)

K.          M.         Beck     , “Atomic and Molecular Laser-Stimu-
lated Desorption from Complex Ionic Crystals,”
National Institute of Materials and Chemical
Research, Tsukuba, Japan, May 3, 1998.* (NSF,
BES)

K.          M.         Beck     , “Characterization of Geologic Miner-
al and Crystal Substrates via LAMS, XPS, EXAFS,
and Microprobe Techniques,” Jet Propulsion Lab-
oratory, Pasadena, Cal., Oct. 16, 1998.* (BES)

K.          M.         Beck     , W. P. Hess, S. M. Heald, D. L. Blan-

chard, and M. I. McCarthy, “An Initial EXAFS
and Microprobe Study of Pb and Co Uptake by
Calcite and Columbia River Caliche,” Ninth
Users’ Meeting for the Advanced Photon Source,
Argonne, Ill., Oct. 13–15, 1998. (LDRD)

K.          M.         Beck     , T. Sasaki, and N. Koshizaki, “Prep-
aration of Pt/TiO2 Nanocomposite Materials by
Laser Ablation of Bi-Combinant Targets,” Gordon
Research Conference on Laser Interactions with
Materials, Andover, N.H., June  7–12, 1998. (BES)

T.          A.         Blake     and S. W. Sharpe, “Jet Spectroscopy
of the 2ν8 Band of Hydrogen Fluoride Trimer in
the 750 cm–1 Region,” Fifty-third Ohio State Uni-
versity International Symposium on Molecular
Spectroscopy, Columbus, June  15–19, 1998. (BES)

S.          A.         Chambers    , S. Thevuthasan, Y. J. Kim, S. A.
Joyce, and Y. Liang, “Surface Structure Determi-
nation of MBE Grown Iron and Manganese
Oxides,” 216th American Chemical Society
National Meeting, Boston, Aug. 23–27, 1998.*
(EMSP)

J.          P.          Cowin    , “Soft Landing of Ions to Re-Create
Electrochemical Double Layers in UHV,” Gordon
Research Conference on Electrochemistry, Ven-
tura, Cal., Jan. 18–23, 1998.* (BES)

J.         P.         Cowin    , “Ferroelectric Ices, and Soft-Landed
Ion Studies of Water Ice,” Surface Science Sym-
posium, University of California, Berkeley, Feb.
5, 1998.* (BES)

J.         P.         Cowin    , “Transport of H-Bonding Defects and
Ions in Ices,” SORIS (Structure of Oxygen Radicals
in Irradiated Solids) 98 Workshop, Nieboro,
Poland, May 30 – June 3, 1998.* (BES)

J.         P.         Cowin    , “Spent Nuclear Fuel Materials: Issues
of Radiolysis,” European Institute for Transuranic
Elements, Karlsruhe, Germany, June 4, 1998.*
(BES)

J. P. Cowin, C. M. Berkowitz, R. S. Disselkamp,
and C. C. Spicer, “Aerosol Chemistry in the
Nighttime Boundary Layer,” Atmospheric
Chemistry Program, Falls Church, Va., Feb.
24–27, 1998 (poster).

J. P. Cowin, T. M. Orlando, T. E. Madey, P. E.
Haustein, S. C. Marschman, and J. Yarmoff,
“Radiolytic and Thermal Processes Relevant to
Storage of Spent Nuclear Fuels,” DOE Environ-
mental Management Science Program, Chicago,
July 27–30, 1998 (poster). (EMSP)
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J. P. Cowin and       A.           A.          Tsekouras    , “Electrochem-
istry in vacuo: Ion Studies on Thin Ice Films,”
Department of Chemistry, University of Athens,
Apr. 27, 1998.* (BES)

J. P. Cowin and       A.          A.         Tsekouris    , “Studies of Thin
Ice Films with Low-Energy ions,” IESL Seminar,
University of Athens, June 15, 1998.* (BES)

J.          P.          Cowin    , A. A. Tsekouras, and M. J. Iedema,
“UHV Water–Solid Interfaces with Soft-Landed
Ions,” 215th American Chemical Society Nation-
al Meeting, Dallas, Mar. 29 – Apr. 2, 1998.* (BES)

J. L. Daschbach, M. J. Stirniman, R. S. Smith, S .
A. Joyce, and      B.            D.            Kay     , “Kinetics of Water
Adsorption, Desorption, and Hydroxylation on
MgO(100),” 215th American Chemical Society
National Meeting, Dallas, Symposium on Inter-
facial Water, Mar. 29, 1998.* (BES)

C.-F.          D          ing    , X. Wang, and L.-S. Wang, “Photoelec-
tron Spectroscopy of Multiply Charged Anions,”
216th American Chemical Society National
Meeting, Boston, Aug. 23–27, 1998. (BES)

Z.          Dohnalek     ,  G. A. Kimmel, K. P. Stevenson, R.
S. Smith and B. D. Kay “The Crystallization
Kinetics of Amorphous Solid Water,” 45th Inter-
national Meeting of the American Vacuum Soci-
ety, Baltimore, Nov. 2–6, 1998. (BES)

Z.          Dohnalek     , K. P. Stevenson, G. A. Kimmel, R. S .
Smith, and B. D. Kay, “The Crystallization Kin-
etics of Amorphous Solid Water,” Surface Analy-
sis ’98 (20th Symposium on Applied Surface
Analysis and 10th Annual Symposium of the
Pacific Northwest Chapter, American Vacuum
Society), Richland, Wash., June 16–19, 1998.
(BES)

M.           A.           Henderson    , S. A. Joyce, and J. R. Rustad,
“Probing the Effect of Surface Reduction on the
Structure and Chemistry of Hematite Surfaces,”
216th American Chemical Society National
Meeting, Boston, Aug. 23–27, 1998.* (LDRD)

G.         R.          Holtom      , A. Zumbusch, and X. S. Xie, “Imag-
ing by Nonlinear Spectroscopy,” Gordon Confer-
ence on Vibrational Spectroscopy and Molecular
Dynamics, Plymouth, N.H., July 27, 1998.* (EMSL
Operations)

B.          D.          Kay     , “Beam Studies of Adsorption, Desorp-
tion, Diffusion, and Phase Transformation Kin-
etics,” Chemical Engineering Seminar, Univer-
sity of Washington, Jan. 12, 1998.* (BES)

B.            D.            Kay     , “Opportunities for Collaborative
Research in Environmental Molecular Science a t
Pacific Northwest National Laboratory,” First
Annual UCSD Environmental Chemistry Meeting,
University of California at San Diego, La Jolla,
Apr. 25, 1998.* (BES)

B.           D.            Kay     , “Thermodynamics and Kinetics of
Nanoscale Films of Amorphous Water Ice,” Sur-
face Science Seminar, National Institute of Stan-
dards and Technology, Gaitherburg, Md., May 4,
1998.* (BES)

B.          D.          Kay     , “Beam Studies of Kinetic Processes in
Nanoscale Films of Amorphous Ice,” Gordon Con-
ference on Atomic and Molecular Interactions,
New London, N.H., June 28 – July 3, 1998.* (BES)

B.          D.          Kay     , “Beam Studies of Kinetic Processes in
Nanoscale Films of Amorphous Ice,” Ice Physics
and Chemistry and the Environment Workshop,
Richland Wash., Aug. 13–14, 1998.* (BES)

B.            D.            Kay     , “Thermodynamic Continuity and
Mobility in Amorphous Solid Water: Evidence
for the Existence of Supercooled Liquid Water a t
150 K,” Gordon Conference on Water and Aqueous
Solutions, Holderness, N.H., Aug. 26, 1998.* (BES)

B.          D.          Kay     , “Beam Studies of Kinetic Processes in
Nanoscale Films of Amorphous Ice,” Geophysical
Seminar, Air Force Research Laboratory, Han-
scom Air Force Base, Mass., Nov. 9, 1998. * (BES)

B.          D.          Kay     , “Beam Studies of Kinetic Processes in
Nanoscale Films of Amorphous Ice,” Chemistry
Department Seminar, Tufts University, Medford,
Mass., Nov. 10, 1998. * (BES)

B.          D.          Kay     , “Beam Studies of Kinetic Processes in
Nanoscale Films of Amorphous Ice,” Physical
Chemistry Seminar, Boston University, Nov. 11,
1998. * (BES)

B.          D.          Kay      and G. A. Kimmel, “Beam Studies of
Kinetic Processes in Nanoscale Films of Amor-
phous Ice,” Space Science Seminar,  Johns Hop-
kins Applied Physics Laboratory, Baltimore,
Nov. 2, 1998.* (BES)

Y.         Liang    , J. Daschbach, A. Joly, D. Baer, M. Na,
and H. Luo, “Enhancement of Catalytic Proper-
ties Using Surface and Interface Engineering,”
Materials Research Society, Boston, Dec. 1998.

H.         P.         Lu    , “Single-Molecule Enzymatic Dynamics:
Static Disorder and Dynamic Disorder,” Univer-
sity of Kansas, Lawrence, Sept. 1998. (BES)
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H.         P.         Lu     and X. S. Xie, “Single-Molecule Spectros-
copy Studies of Molecular Dynamics in Chemical
and Biological Systems,” 12th International Con-
ference on Photochemical Conversion and Storage
of Solar Energy, Berlin, Aug. 1998. (BES)

H.         P.         Lu    , L. Xun, and X. S. Xie, “Probing Dynamics
of Single Enzyme Molecules,” 42nd American Bio-
physical Society Annual Meeting, Kansas City,
Mo., Feb. 1998. (BES)

R.         S.          McDowell    , J. E. Bertie, P. R. Bunker, J. K. G.
Watson, J.-M. H. Flaud, J. T. Hougen, P. Rosmus,
and B. P. Winnewisser, “IUPAC Recommendations
for Notations and Conventions in Vibrational-
Rotational Spectroscopy,” Fifty-third Ohio
State University International Symposium on
Molecular Spectroscopy, Columbus, June 15–19,
1998.

L.           Novotny     , “Optical Microscopy and Spectros-
copy Beyond the Diffraction Limit,” SPIE Confer-
ence on Laser Techniques for Condensed Phase and
Biological Systems, San Jose, Cal., Jan. 1998.

L.          Novotny     , “Optical Spectroscopy and Trapping
Beyond the Diffraction Limit,” Pacific North-
west National Laboratory, Richland, Wash.,
Feb. 10, 1998.  (M. T. Thomas Award for Oustand-
ing Postdoctoral Achievement lecture.)

L.           Novotny     , R. X. Bian, and X. S. Xie, “Near-
Field Optical Trapping,” Fifth International
Conference on Near-Field Optics, Shirahama,
Japan, Dec. 1998. (BES)

T.          M.          Orlando    , “Quantum State-Resolved Desorp-
tion Studies of Wide Band-Gap Materials,”
Department of Physics, Rutgers University, Pis-
cataway, N.J., Jan. 15, 1998.* (BES)

T.           M.           Orlando    , “The Production of Atomic and
Molecular Oxygen in Low Temperature Ice v ia
Electronic Excitation,” 2nd International Work-
shop on the Structure of Oxygen Radicals in
Irradiated Solids, SORIS-98, Nieborow, Poland,
May 30 – June 2, 1998.* (BES)

T.          M.          Orlando    , “Quantum State-Resolved Desorp-
tion Studies of Wide Band-Gap Materials,”
Department of Physics and Astronomy, Nano-
physics Laboratory, Univ. of Birmingham, Bir-
mingham, England, June 8, 1998.* (BES)

T.          M.          Or        lando    , “Low-Energy Electron Interactions
with Solids,” Department of Earth and Geoscien-
ces, Stanford University, Palo Alto, Cal.,  Oct. 8,
1998.* (BES)

T.          M.          Orlando    , “Low-Energy Electron Interactions
with Solids from the Atomic to Astrophysical
Scale,” Argonne National Laboratory, Oct. 26,
1998.* (BES)

T.          M.          Orlando    , “Low-Energy Electron Interactions
with Solids from the Atomic to Astrophysical
Scale,” Department of Chemistry, Notre Dame
University, Oct. 27, 1998.* (BES)

T.          M.          Orlando    , “Low-Energy Electron Interactions
with Solids from the Atomic to Astrophysical
Scale,” Catalysis Center, Northwestern Univer-
sity, Evanston, Ill., Oct. 29, 1998.* (BES)

T.          M.          Orlando    , “Low-Energy Electron Interactions
with Solids,” Physical Chemistry Colloquium,
Department of  Chemistry, Johns Hopkins
University, Baltimore, Nov. 3, 1998.* (BES)

T.          M.          Orlando    , “Low-Energy Electron Interactions
with Solids from the Atomic to Astrophysical
Scale,” Department of Engineering, University of
Virginia, Charlottesville, Nov. 3, 1998.* (BES)

T.          M.          Orlando    , M. T. Sieger, K. Briggman, and W .
C. Simpson, “Quantum-Resolved Electron-Stimu-
lated Interface Reactions,” Twelfth International
Workshop on Inelastic Ion–Surface Collisions,
South Padre Island, Texas, Jan. 24–29, 1998.*
(BES)

N.         G.         P         etrik     , A. B. Alexandrov, A. I. Vall, and T.
M. Orlando, “Gamma Radiolysis of Water on
Oxide Surfaces: Parameters Controlling the Ener-
gy Transfer,” Surface Analysis ’98 (20th Sympos-
ium on Applied Surface Analysis and 10th Annu-
al Symposium of the Pacific Northwest Chapter,
American Vacuum Society), Richland, Wash.,
June 16–19, 1998. (BES)

N.         G.         Petrik     , A. B. Alexandrov, A. I. Vall, and T.
M. Orlando, “Gamma Radiolysis of Water on
Oxide Surfaces: Parameters Controlling the Ener-
gy Transfer,” Gordon Research Conference on
Radiation Chemistry, Newport, R.I., July 5–10,
1998. (BES)

N.         G.         Petrik     , R. G. Tonkyn, W. C. Simpson, S. E.
Barlow, and T. M. Orlando, “266-nm Laser Pho-
tolysis of a Liquid Water Jet,” Gordon Research
Conference on Radiation Chemistry, Newport,
R.I., July 5–10, 1998. (BES)

D.          Ray     , “Structures and Energetics of Cation–
Ether Clusters,” Gordon Research Conference on
Molecular and Ionic Clusters, Ventura, Cal., Jan.
1998.* (BES)
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D.         Ray     , “Nonlinear Spectroscopy of Molecules a t
the Liquid/Vapor Interface of Water,” XXIII
Informal Conference on Photochemistry, Pasa-
dena, Cal., May 30, 1998.* (BES)

D.         Ray     , L. X. Dang, J. L. Daschbach, B. C. Garrett,
and G. K. Schenter, “Mass Transfer Between
Phases: from Molecular Simulations of Interfaces
to Macroscopic Models of Transport,” American
Physical Society, Los Angeles, Mar. 1998. (BES)

R. L. Sams, T. A. Blake, S. W. Sharpe,    J.-M.
Flaud     , and W. J. Lafferty, “ν18 Spectral Region of
10B11BH6: Observation of the Dark State ν5 + ν10,”
Fifty-third Ohio State University International
Symposium on Molecular Spectroscopy, Columbus,
June 15–19, 1998. (EMSL Operations)

E.       J.         Sánchez    , L. Novotny, and X. S. Xie, “A Novel
Scheme for High Resolution Using an Illuminated
Metal Tip,” Fifth International Conference on
Near-Field Optics, Shirahama, Japan, Dec. 1998.
(BES)

S.           W.         Sharpe    , J. F. Kelly, and J. Hartman, “High-
Resolution (Doppler-Limited) Spectroscopy
Using Quantum-Cascade Distributed-Feedback
Lasers,” Optical Society of America/CLEO ’98,
San Francisco, May 3, 1998.

S.           W.         Sharpe    , J. Kelly, J. Hartman, F. Capasso, C.
Gmachl, D. L. Sivco, A. Y. Cho, K. Namjou, S .
Cai, and E. A. Whittaker, “Characterization of
Distributed-Feedback Quantum-Cascade (QC)
Lasers,” Fifty-third Ohio State University Inter-
national Symposium on Molecular Spectroscopy,
Columbus, June 15–19, 1998.

M.         T.         Sieger    , W. C. Simpson, and T. M. Orlando,
“Stimulated Processes at Water–Ice Interfaces,”
American Physical Society, Los Angeles, Mar. 16-
20, 1998.* (BES)

M. T. Sieger, W. C. Simpson, and      T.           M.           Orlando    ,
“Electron-Stimulated Desorption of D2O Ice: Sur-
face Structure and Electronic Excitations,” Sym-
posium on Interfacial Water, 215th American
Chemical Society National Meeting, Dallas,
Mar. 29 – Apr. 2, 1998.* (BES)

M.         T.         Sieger    , W. C. Simpson, and T. M. Orlando,
“Low-Energy Electron-Stimulated Production of
O2 in D2O Ice,” Surface Analysis ’98 (20th Sym-
posium on Applied Surface Analysis and 10th
Annual Symposium of the Pacific Northwest
Chapter, American Vacuum Society), Richland,
Wash., June 16–19, 1998.* (BES)

M. T. Sieger, W. C. Simpson, and      T.           M.           Orlando    ,
“Low-Energy Electron Stimulated Processes in
Nanoscale Ices,” Gordon Research Conference on
Radiation Chemistry, Newport, R.I., July 5–10,
1998. (BES)

M.         T.         Sieger    , W. C. Simpson, G. K. Schenter, and
T. M. Orlando, “Electron Interactions with Solid
Surfaces: From the Astrophysical to the Atomic
Scale,” Virginia Commonwealth University,
Richmond, Mar. 1998.* (BES)

M.         T.         Sieger    , W. C. Simpson, G. K. Schenter, and
T. M. Orlando, “Electron Interactions with Solid
Surfaces: From the Astrophysical to the Atomic
Scale,” Washington State University, Pullman,
Apr. 16, 1998.* (BES)

R.         S.         Smith     , C. Huang, and B. D. Kay, “Thermo-
dynamic Continuity and Mobility in Amorphous
Solid Water: Evidence for the Existence of Super-
cooled Liquid Water,” West Coast Theoretical
Chemistry Conference, Richland, Wash., June
21–23, 1998.* (BES)

R.         S.         Smith     , C. Huang, G. A. Kimmel, K. P. Stev-
enson, and B. D. Kay, “Thermodynamic Continu-
ity and Mobility in Amorphous Solid Water: Evi-
dence for the Existence of Supercooled Liquid
Water,” 215th American Chemical Society
National Meeting, Symposium on Interfacial
Water, Dallas, Mar. 29, 1998.* (BES)

R.          S.          Smith      and B. D. Kay, “Determining the
Self-Diffusivity in Amorphous Solid Water
above the Glass Transition and Prior to Crystalli-
zation,” Gordon Research Conference on Water
and Aqueous Solutions, Holderness, N.H., Aug.
2–6, 1998 (poster). (BES)

R.          S.          Smith      and B. D. Kay, “The Continuity
Between Supercooled Liquid Water and Amor-
phous Solid Water,” Symposium in Honor of C.
Austen Angell, Pisa, Italy, Sept. 26, 1998.* (BES)

K.         P.         Stevenson    , Z. Dohnalek, G. A. Kimmel, R. S .
Smith, and B. D. Kay, “Surface Area and Poros-
ity of Amorphous Solid Water Probed via N2 Gas
Adsorption and Temperature Programmed
Desorption,” Surface Analysis ’98 (20th Sympos-
ium on Applied Surface Analysis and 10th Annu-
al Symposium of the Pacific Northwest Chapter,
American Vacuum Society), Richland, Wash.,
June 16–19, 1998. (BES)

K.         P.         Stevenson    , Z. Dohnálek, G. A. Kimmel, R. S .
Smith and B. D. Kay “A Study of Amorphous
Solid Water (ASW) Morphology  using N2 Gas
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Adsorption and Thermal Desorption,” 45th Inter-
national Meeting of the American Vacuum
Society, Baltimore, November 2-6, 1998. (BES)

D.         P.         Taylor,    W. C. Simpson, K. Knutsen, and T.
M. Orlando, “Electron-and Photon-Stimulated
Desorption Studies of Zirconia,” American Phys-
ical Society, Los Angeles, March 16–20,1998.
(BES)

M.           D.          Tinkle     and S. E. Barlow, “Experimental
Characterization of a Fourth-Order Cylindrical
Penning Trap,” American Society for Mass Spec-
trometry, Orlando, Fla., May 31, 1998. (BES)

L.-S.           Wang    , “Electronic Structure of Cold and Hot
Aln Clusters (n = 1–162) by Anion Photoelectron
Spectroscopy: Nonmetal–Metal Transition, Elect-
ron Shell Structure, and Possible Solid–Liquid
Transition,” University of Washington, Seattle,
given while a Visiting Fellow at the Atomic
Clusters Program, Institute for Nuclear Theory,
June  29 – July 10, 1998.*

L.-S.            Wang    , “Probing the Electronic Structure of
Atomic Clusters Using Anion Photoelectron Spec-
troscopy,” Gordon Research Conference on Elec-
tron Spectroscopy, Henniker, N.H., July 26, 1998.*
(BES, EMSL)

L.-S.           Wang    , “Electronic Structure of Cold and Hot
Aln Clusters (n = 1–162) by Anion Photoelectron
Spectroscopy: Nonmetal–Metal Transition, Elect-
ron Shell Structure, and Possible Solid–Liquid
Transition,” Institute of Physics and Chemistry of
Materials, CNRS, Strasbourg, France, Aug. 28,
1998.*

L.           S.             Wang    , “Transition Metal–Carbon Mixed
Clusters by Photoelectron Spectroscopy,” Naval
Research Laboratory, Washington D.C., Sept. 29,
1998.*

L.-S.            Wang    , X. Li, X. Wang, and H. Wu, “New
Magic Numbers in TixCy-Anion Clusters And
Implications for the Growth Mechanisms of Tita-
nium Carbide Clusters,” Ninth International
Symposium on Small Particles and Inorganic
Clusters (ISSPIC-9), Lausanne, Switzerland, Sept.
1, 1998. (EMSL)

L.-S.           Wang    , X. Li, H. Wu, and X. Wang, “Obser-
vation Of s-p Hybridization and Electron Shel l
Structures in Aluminum Clusters Using Photoelec-
tron Spectroscopy,” Ninth International Sympo-
sium on Small Particles and Inorganic Clusters
(ISSPIC-9), Lausanne, Switzerland, Sept. 1, 1998.
(EMSL)

L.-S.            Wang    , H. Wu, X. Li, X. Wang, and C.-F.
Ding, “A13Oy (y = 0–5) Clusters: Sequential Oxi-
dation, Metal-to-Oxide Transformation, and
Photoisomerization,” Ninth International Sym-
posium on Small Particles and Inorganic Clusters
(ISSPIC-9), Lausanne, Switzerland, Sept. 1, 1998.
(BES)

X.-B. Wang, C.-F. Ding, and L.-S. Wang, “Photo-
electron Spectroscopy of Multiply-Charged
Anions,” (poster), Gordon Research Conference on
Electron Spectroscopy, Henniker, N.H., July 26,
1998. (BES, EMSL)

Z.           Wang    , D. M. Friedrich, A. G. Joly and K. A.
Peterson, “The Ground State Proton-Transfer
Tautomer of Salicylate Anion,” 216th American
Chemical Society National Meeting, Boston,
Aug. 23–27, 1998.

R. M. Williams, K. M. Beck,        W.         P.          Hess    , and J. T.
Dickinson, “Femtosecond and Nanosecond Laser
Induced Desorption from Ionic Solids,” Gordon
Research Conference on Laser Interactions with
Materials, Andover, N.H., June  8–12, 1998. (BES)

X.         S.         Xie    , “Applications of Single-Molecule Spec-
troscopy and Microscopy to Photochemistry
Research,” 22nd Solar Photochemistry Research
Conference, Washington D.C., June 1998.* (BES)

X.         S.         Xie    , “Imaging, Spectroscopy and Dynamics
of Single Proteins, Single Cells, and Biological
Membranes,” Symposium on Near-Field Nano-
Optics, Osaka, Japan, June 30 – July 2, 1998.* (BES,
NABIR)

X.         S.         Xie     and H. P. Lu, “Spectral and Chemical
Behaviors of Single Enzyme Molecules,” US–
Japan Cooperative Workshop on Photoconversion
and Photosynthesis, Napa Valley, Cal., Jan.
1998.* (BES, NABIR)

X.         S.         Xie     and H. P. Lu, “Chemical and Conforma-
tional Dynamics of Single Flavoenzyme Mole-
cules,” American Physical Society, Los Angeles,
Mar. 1998.* (BES, NABIR)

X.         S.         Xie     and H. P. Lu, “Probing Single-Molecule
Electron Transfer,” Gordon Conference on Electron
Donor– Acceptor Interactions, Newport, R.I., Aug.
1998.* (BES)

X.         S.         Xie     and H. P. Lu, “Probing Chemistry of Sin-
gle Molecules,” First Annual Symposium on
Chinese–American Frontiers of Science, Irvine,
Cal., Aug. 1998.* (BES, NABIR)
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X.         S.         Xie    , H. P. Lu, E. J. Sánchez, L. Novotny, D.
C. Arnett, A. Zumbusch, and G. R. Holtom, “Imag-
ing, Spectroscopy and Dynamics of Single Enzyme
Molecules and Biological Membranes,” Gordon
Conference on Macromolecular Organization and
Cell Function, Queens College, Oxford, England,
Sept. 13–18, 1998. (BES)

X.         S.         Xie    , H. P. Lu, and L. Xun, “Probing Dynamics
of Single Enzyme Molecules,” 216th American
Chemical Society National Meeting, Boston,
Aug. 23–27, 1998.* (BES)

X.          S.          Xie    , E. J. Sánchez, L. Novotny, D. Arnett,
and G. R. Holtom, “New Developments of Two-
Photon Microscopy,” Focus on Microscopy 1998,
Sydney, Australia, Apr. 1998. (BES)

X.          S.          Xie    , E. J. Sánchez, L. Novotny, D. Arnett,
and G. R. Holtom, “New Developments of Two-
Photon Microscopy,” Workshop on Multiphoton
Microscopy, MSA, Atlanta, July 1998.* (BES)

X.          S.          Xie    , E. J. Sánchez, L. Novotny, D. Arnett,
and G. R. Holtom, “Imaging and Spectroscopy of
Single Molecules by Two-Photon Excitation,”
Annual Meeting, Optical Society of America,
Baltimore, Oct. 4–9, 1998.* (BES)
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Honors and Recognition
Steve Barlow was recognized on Technology
Transfer Day, March 26, 1998, for his
achievement in the creation and transfer of sci-
ence and technology, as co-inventor of an Asym-
metric Ion Trap, U.S. Patent 5,693,941.

Ken Beck was nominated by NSF for a Japanese
Science Technology Agency short-term fellow-
ship for a research collaboration at Tsukuba Sci-
ence City, based on a proposal entitled “The
Preparation and Characterization of Functional
Nanocomposite Films by Laser Ablation.”  He
had a visiting appointment at Tsukuba March–
May 1998.

Steve Joyce assumed the past chair of the Pacific
Northwest Section, American Vacuum Society, in
January 1998.  He also serves on the AVS Surface
Science Executive Committee.

Bruce Kay organized a symposium on “Interfacial
Water” at the 215th National Meeting, Ameri-
can Chemical Society, Dallas, March 29–31; and
a workshop on “Ice Physics and Chemistry and
the Environment,” Richland, Wash., Aug., 13–14,
1998.

Bruce Kay was elected Vice Chairman for 1999
and Chairman for 2001 of the Gordon Conference
on Dynamics at Surfaces.

Bruce Kay was appointed Affiliate Professor of
Chemical Engineering, University of Washing-
ton, September 1998.

The paper “Single-Molecule Enzymatic Dynam-
ics” by Peter Lu, Luying Xun, and Sunney Xie [Sci-
ence 282, 1877 (1998)] was featured in “This Week
in Science,” ibid., 1781.

Rod McDowell was appointed to a four-year term
as a Titular Member of the International Union of

Pure and Applied Chemistry’s Commission I.5
(Physical Chemistry Division, Commission on
Molecular Structure and Spectroscopy) starting
January 1998.  He is responsible for preparing for
publication  a IUPAC Recommendations document,
Notations and Conventions in Molecular Spectros-
copy: Part 4. Vibrational-Rotational Spectros-
copy.

Matt Sieger received the 1998 M. T. Thomas
Award for Outstanding Postdoctoral Achieve-
ment, recognizing significant scientific contribu-
tions to projects relevant to the EMSL mission.  He
received a cash prize and his name has been
added to a plaque in the EMSL lobby.  The cita-
tion reads, “For his research on electron-stimulat-
ed desorption from environmentally important
interfaces, and for the theoretical and experi-
mental development of new surface probe tech-
niques based on electron standing waves.”

Under the title “Experiments clarify O2 produc-
tion on icy moons,” the paper by M. T. Sieger, W .
C. Simpson, and T. M. Orlando, “Production of O2

on Icy Satellites by Electronic Excitation of Low-
Temperature Water Ice,” Nature 394, 554 (1998),
was featured in Chemical & Engineering News’
“Science/Technology Concentrates,” Aug. 17,
1998, p. 37.

Lai-Sheng Wang was awarded the Washington
State University Westinghouse Distinguished
Professorship in Materials Science and Engineer-
ing for the 1997–1998 academic year, in recogni-
tion of his pioneering work in the synthesis and
characterization of novel clusters of oxide mate-
rials.

Lai-Sheng Wang was promoted to Associate Pro-
fessor with tenure by Washington State Universi-
ty, March 1998.
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Visitors
George Flynn, Columbia University
Seminar (Jan. 6): “STM of Physisorbed Molecules

Self-Assembled at the Liquid-Solid Interface.”

Peter Griffiths, University of Idaho
Seminar (Feb. 4) : “Data Processing Techniques for

Open-Path FT-IR Atmospheric Monitoring.”

Richard E. Palmer, University of Birmingham
Seminar (March 13): “Negative Ion Resonances

and the ‘Electronic Catalyst.’”

Tony Heinz, Columbia University
Seminar (March 20): “Surface Chemistry at High

Electronic Temperatures: Inducing Surface Pro-
cesses by Femtosecond Laser Radiation.”

Christoph Bräuchle, Ludwig-Maximilians-Uni-
versität, Munich

Seminar (March 23): “Single Molecule Spectros-
copy: Some Examples of Low Temperature High
Resolution Spectroscopy and Room Temperature
Confocal Microscopy.”

G. Wilse Robinson, Texas Tech University
Seminar (April 13): “The Decisive Role of Outer

Bonding in the Molecular-Level Understanding
of Liquid Water.”

Dan Imre, Brookhaven National Laboratory
Seminar (April 21): “Phase Transformation in

Atmospheric Aerosols: Why Are the Models So
Far Off?”

Louis J. Terminello, Lawrence Livermore Nation-
al Laboratory

Seminar (April 28): “Materials Characterization
with Soft X-Rays: Atomic, Electronic and Bond-
ing Structural Information.”

Gerard Parkin, Columbia University
Seminar (April 29): “Synthetic Analogues for

Zinc Enzymes, The Phenomenon of Bond Stretch
Isomerism and the Perils of a Polar Axis.”

Shihe Yang, Hong Kong University
Seminar (May 1): “Resonant Two-Photon Ioniza-

tion Spectroscopy of van der Waals Complexes
with Aromatic Chromophores.”

Stephen Schwartz, Brookhaven National Labo-
ratory

Seminar (May 12): “Aerosols and Climate: Mon-
key Wrench or Knob?”

Jeff Gaffney, Argonne National Laboratory
Seminar (July 14): “Instrumentation Development

of Peroxyacetyl Nitrates (PANs), Nitrogen
Dioxide and Hydrocarbons Using Luminol and
Ozone Chemiluminescent Detection.”

Seminar (July 15): “DOE/OBER Global Change
Education Program (GCEP): Some Recent Devel-
opments.”

Nancy Marley, Argonne National Laboratory
Seminar (July 14): “Optical Properties of Atmos-

pheric Aerosols.”

Thomas Gouder, European Institute for Transura-
nium Elements, Karlsruhe, Germany

Seminar (Aug. 14): “Surface and Thin Film
Research on Actinides.”

Mark Johnson, Yale University
Seminar (Aug. 17): “Structural Aspects of Anionic

Hydration via Cluster Ion Vibrational Spec-
troscopy.”

Thomas McCord, University of Hawaii
Seminar (Oct. 14): “Surface Composition of the

Icy Galilean Satellites from the NASA Galileo
Mission to Jupiter.”

Trevor J. Sears, Brookhaven National Laboratory
Seminar (Nov. 20): “High Sensitivity and High

Resolution: New Techniques in Laser Absorp-
tion Spectroscopy.”
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Collaborations

External Collaborations
Type of collaborator: (1) = non-visiting; (2) =
short-term (<1 month); (3) = long-term (≥1
month).

S. E. Barlow
Oak Ridge National Laboratory (S. Nunn) (1)
Vehicle Exhaust Treatment

S. E. Barlow
Institute of Inorganic Chemistry, Siberian

Branch, Russian Academy of Sciences, Novo-
sibirsk (V. Mikheev and V. Pervukhin) (3)

Nucleation in Atmospheric Chemistry

K. M. Beck
University of Central Florida (R. Peale, PASS

Affiliated Scientist) (3)
Optically Detected Magnetic Resonance (ODMR)

and Time-Resolved FTIR of Immobilized Heavy
Metals on Calcite Surfaces

K. M. Beck
National Institute of Materials and Chemical

Research, Japan (T. Sasaki) (3)
Preparation and Characterization of Pt/SiO2 and

Pt/MgO Functional Nanocomposite Films by
Laser Ablation

J. P. Cowin
University of Colorado (G. B. Ellison) (2)
Soft-Landing Ions

J. P. Cowin
Washington State University (M. Dresser) and

Associated Western Universities (D. Doering)
(2)

Ferroelectric Ice

J. P. Cowin
Arrowhead University (M. C. Gallagher) (1)
Thin-Film Al2O3

J. P. Cowin
Washington State University (B. Pate) (2)
Soft-Landing Ion Studies

W. P. Hess
Vanderbilt University (R. F. Haglund, Jr.) (1)
Studies of Laser/Solids Interactions

W. P. Hess
University of Colorado (G. B. Ellison) (1,2)
Photochemistry of Thin Molecular Films

W. P. Hess
Washington State University (J. T. Dickinson)

(1,2)
Laser Ablation Characterization of Solids

W. P. Hess
University of Central Florida (R. Peale); Nation-

al Institute for Materials Center (NIMC), Tsuku-
ba, Japan (T. Sasaki); Princeton University (S.
Bernasek) (1,2)

Reaction of Metal–Oxide Materials

W. P. Hess
University of Washington (J. Rehr) (1)
EXAFS Studies of Metal Ions in Caliche

W. P. Hess
Jet Propulsion Laboratory (G. Cardell) (1,2)
Laser Ablation for Isotope Determination

A. G. Joly
Washington State University (K. A. Peterson) (1)
Montana State University (P. R. Callis) (1)
Structure of the Proton Transfer Tautomer of

Salicylate

A. G. Joly
State University of New York, Buffalo (M. N a

and H. Luo) (2)
Enhancement of Catalytic Properties using Sur-

face and Interface Engineering

A. G. Joly
University of Idaho (R. von Wandruszka, M.

McCarroll) (2)
Time-Resolved Fluorescence Anisotropies in

Mixed Surfactant Solutions

S. A. Joyce
Tulane University (U. Diebold) (2)
Structure and Chemistry of Metal Oxides

B. D. Kay
University of Washington (Hannes Jonsson) (1)
Growth, Structure, and Reactivity of Amorphous

Ice

T. M. Orlando
Argonne National Laboratory (D. Meisel) (1)
Interfacial Radiolysis Effects in Tank Waste

Speciation

T. M. Orlando
University of Sherbrooke (L. Sanche) (1)
Low-Energy Electron Interactions with Molecular

Films
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T. M. Orlando
Istituto di Struttura della Materia, CNR, Fras-

cati, Rome (N. Zema, E. Papparazzo) and Uni-
versity of Rome (M. Piancentini) (1)

Photon-Stimulated Desorption from Alkali Hal -
ides

T. M. Orlando
Research Institute of Complex Power Technology

(VNIPIET), St. Petersburg (N. G. Petrik, A.
Alexandrov) (3)

Laser-Stimulated Luminescence

T. M. Orlando
University of Birmingham (R. Palmer) (1)
Electron-Stimulated Desorption of Physisorbed

O2

T. M. Orlando and J. P. Cowin
Rutgers University (T. E. Madey), Brookhaven

National Laboratory (P. E. Haustein), and Uni-
versity of California, Riverside (J. Yarmoff) (1)

Radiolytic and Thermal Processes Relevant to
Dry Storage of Spent Nuclear Fuels

T. M. Orlando, R. G. Tonkyn, and S. E. Barlow
Ford Motor Company (J. Hoard) and General

Motors Company (T. M. Sloane) (1)
Vehicle Exhaust Treatment Using Electrical Dis-

charge and Materials Chemistry

D. Ray
University of Utah (P. B. Armentrout) (1)
Gas-Phase Cation–Ether Complexes

S. W. Sharpe
Oregon State University (J. W. Nibler) (2)
Jet Spectroscopy of Metal Borohydrides

S. W. Sharpe
State University of New York at Stony Brook (P.

Varanasi) (1)
High-Resolution Infrared Spectroscopy of Atmos-

pheric Interest

S. W. Sharpe
University of Colorado (V. Vaida) (2)
Spectroscopy of Water Clusters and Small Drop-

lets: Relevance to Atmospheric Radiative
Transfer

S. W. Sharpe
Sandia National Laboratory (P. Hargis) (2)
Atmospheric Hydrolysis Chemistry

S. W. Sharpe
Wesleyan University (S. E. Novick) (1)
High-Resolution Spectroscopy of Hydrogen-

Bonded Dimers

S. W. Sharpe and T.  A. Blake
National Institute for Standards and Technology

(G. T. Fraser and W. J. Lafferty) (1)
Rovibrational Spectral Analysis of Molecules

and Molecular Clusters

R. G. Tonkyn
Delphi Energy and Engine Management Systems,

Flint, Mich. (T. Silvus) (2)
Vehicle Exhaust Treatment

L. S. Wang
Air Products and Chemicals, Inc., Allentown, Pa.

(H. S. Chen) (1)
Combined Density Functional and Experimental

Studies of Transition-Metal Clusters

L. S. Wang
Harvard University (R. H. Holm) (1)
Electronic Structures of Fe–S Cluster Analogs

Important in Fe–S Proteins

L. S. Wang
Princeton University, Materials Institute (S. K .

Nayak) (1)
Theoretical and Experimental Studies of Alumi-

num Oxide Clusters

L. S. Wang
University of Utah (J. Simon and A. I. Boldyrev)

(1)
Experimental and Theoretical Studies of Super-

halogens and Hypervalent Molecules

L. S. Wang
University of Jyvaskyla, Finland (M. Manninen)

(1)
Theoretical Simulations and Temperature-

Dependent Studies of Aluminum Clusters

L. S. Wang
Virginia Commonwealth University (P. Jena and

B. Rao) (1)
Theoretical and Experimental Studies of Alumi-

num Nitride and Aluminum Clusters

L. S. Wang
Washington State University (X. Li) (3)
Photoelectron Spectroscopy of Clusters

L. S. Wang
Washington State University (C.-F. Ding) (3)
Study of Solvated Clusters

L. S. Wang
Washington State University (X. B. Wang) (3)
Photoelectron Spectroscopy of Met-Cars



Chemical Structure and Dynamics 1998 Annual Report

L. S. Wang
Washington State University (H. Wu) (3)
Electronic Structure of Transition-Metal Clusters

X. S. Xie
University of Sheffield, England (N. Hunter) (1)
Single-Molecule Studies of Light-Harvesting

Complexes and Single-Cell Studies of Biogen-
esis of photosynthetic membrane

X. S. Xie
Washington State University (L. Xun) (1)
Single-Molecule Studies of Biodegrading

Enzymes

X. S. Xie
University of Kansas (C. Johnson) (3)
Single-Molecule Studies of Protein Conforma-

tional Motions

X. S. Xie
Institut für Physikalische Chemie, Ludwig-Max-

imilians Universität München, Munich (A.
Zumbusch) (3)

Nonlinear Optical Imaging

Collaborations within PNNL
S. E. Barlow
EHSD Materials and Chemical Sciences Depart-

ment, Nuclear Chemistry Section (A. J. Peur-
rung)

Stabilization of Nonneutral Plasmas

S. D. Colson
Staff throughout PNNL (L. G. Morgan, J. Janata, J.

G. Hill, M. S. Hanson, and R. E. Gephart)
Hanford Tank Characterization and Safety Issue

Resolution Project

S. D. Colson and R. S. McDowell
Energy Division, Engineering and Analytical Sci-

ences Department, Sensors and Measurement
Systems Section (J. S. Hartman); and EHSD
Materials and Chemical Sciences Department,
Atomic and Molecular Chemistry Section (M. L.
Alexander)

Waste Tank Speciation Methods

J. P. Cowin
Atmospheric Sciences Department (R. S. Dissel-

kamp, C. M. Berkowitz); Battelle Columbus (C.
W. Spicer); Atmospheric and Environmental
Research, Inc., Boston (Y. Zhang); Argonne
National Laboratory (C. Bishop)

Effects of Heterogeneous Chemistry on NOy in the
Troposphere

J. P. Cowin and T. M. Orlando
Environment, Safety and Health Division, Radi-

ological Control Group (S. C. Marschman)
Dehydration and Radiolysis of Spent Nuclear

Fuels

W. P. Hess
EHSD Analytical Chemistry Resources, Advanced

Organic & Analytical Methods (J. A. Campbell
and S. C. Goheen)

Laser Ablation Characterization of Solids

W. P. Hess
EMSL Theory, Modeling, and Simulation (M. I .

McCarthy, S. S. Xantheas, and J. D. Myers)
Studies of Laser/Solid Interactions

A. G. Joly
EMSL Interfacial and Processing Science (Y.

Liang, J. L. Daschbach, and D. R. Baer)
Enhancement of Catalytic Properties using Sur-

face and Interface Engineering

A. G. Joly
EMSL Environmental Dynamics & Simulation (D.

M. Friedrich, Z. Wang, and P. L. Gassman)
Structure of the Proton Transfer Tautomer of Sa l i -

cylate; Phenanthrene Distribution and Desorp-
tion in Porous Silica

S. A. Joyce
EHSD Materials Resources, Molecular and Solid

State Research (G. Exarhos)
Physics and Chemistry of Ceramic Surfaces

S. A. Joyce
EMSL Interfacial and Processing Science (M. A.

Henderson); and EHSD Earth Systems Sciences
Department, Thermodynamic and Molecular
Geochemistry Group (J. R. Rustad)

Surface Chemistry of Iron Oxides

S. A. Joyce
EMSL Interfacial and Processing Science (S. A.

Chambers)
Contaminant Interactions with Iron and Manga-

nese Oxides

B. D. Kay
EMSL Interfacial and Processing Science (C. H. F.

Peden)
Physics and Chemistry of Ceramic Surfaces

T. M. Orlando
EHSD Materials and Chemical Sciences Depart-

ment, Atomic and Molecular Chemistry Section
(D. M. Camaioni)

Tank Waste Chemistry
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T. M. Orlando
Environmental and Health Sciences Division,

Materials Group (M. L. Balmer)
Plasma-Activated Surface Catalysis

D. Ray
EMSL Theory, Modeling, and Simulation (D. F.

Feller)
Gas-Phase Cation–Ether Complexes

D. Ray
EMSL Theory, Modeling, and Simulation (B. C.

Garrett, G. K. Schenter) and Interfacial and
Processing Science (J. L. Daschbach)

Transport Across Liquid Interfaces

S. W. Sharpe
National Security Division (R. G. Clemmer and

S. W. Martin)
Standoff Infrared Sensors for Detection of Clan-

destine Methamphetamine Production

S. W. Sharpe
Energy Division, Engineering and Analytical Sci-

ences Department, Sensors and Measurement
Systems Section (J. S. Hartman) (1)

Development of Infrared Sniffer System

S. W. Sharpe
Energy Division, Engineering and Analytical Sci-

ences Department, Sensors and Measurement
Systems Section (J. W. Griffin)

Infrared Analysis in Head-Space Sampling for
Paper and Pulp Digesters

S. W. Sharpe
Energy Division, Engineering and Analytical Sci-

ences Department, Sensors and Measurement
Systems Section (J. S. Hartman and M. A.
Khaleel)

Sensors and Modeling for Auto Glass Production

S. W. Sharpe
Energy Division, Engineering and Analytical Sci-

ences Department, Sensors and Measurement
Systems Group (J. F. Kelly) (2)

Spectroscopic Techniques for Atmospheric Moni-
toring

L. S. Wang and S. D. Colson
EMSL Theory, Modeling, and Simulation (J. B .

Nicholas)
Cluster Model Studies of Environmentally-Impor-

tant Oxide Clusters

X. S. Xie
Atmospheric Sciences Department (R. X. Bian)
Near-Field Optical Tweezers Manipulation of

Enzymatic Reactions on Biological Membranes

X. S. Xie
EMSL Theory, Modeling, and Simulation (G. K .

Schenter)
Theory of Single-Enzyme Dynamics
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Acronyms and Abbreviations

ACS American Chemical Society
APC allophycocyanin
ARM Atmospheric Radiation Measurement

Program
ASMS American Society for Mass Spectrom-

etry
ASW amorphous solid water
AVS American Vacuum Society
AWU Associated Western Universities
BES DOE Office of Basic Energy Sciences
BET Brunauer–Emmett–Teller
BL bilayer
CARS coherent anti-Stokes Raman spectros-

copy
CFHC chlorofluorohydrocarbon
CI crystalline ice
CID collision-induced dissociation
CLEO Conference on Lasers and Electro-Optics
COE Cooperative Office Education
COx cholesterol ocidase
CRADA Cooperative Research and Develop-

ment Agreement
CS&D Chemical Structure and Dynamics
cw continuous-wave
DC direct current
DFB distributed feedback
DNA deoxyribonucleic acid
DOE U. S. Department of Energy
DOS density of states
EA electron affinity
EDTA ethylenediaminetetraacetic acid
EELS electron energy-loss spectroscopy
EHSD Environmental and Health Sciences

Division
EMSL William R. Wiley Environmental

Molecular Sciences Laboratory
EMSP DOE Environmental Management Sci-

ence Program
EPR electron paramagnetic resonance
ESD electron-stimulated desorption
ESW electron standing wave
ETH Swiss Federal Institute of Technology
EXAFS extended X-ray absorption fine struc-

ture
FAD flavin adenine dinucleotide
FC fluorocarbon
FIB focused ion beam
FM frequency modulation
FTICR Fourier-transform ion cyclotron reso-

nance
FTIR Fourier-transform infrared

FTIRS Fourier-transform infrared spectros-
copy/spectrometer

fwhm full width at half maximum
GCEP Global Change Education Program
ICR ion cyclotron resonance
IR infrared
IUPAC International Union of Pure and

Applied Chemistry
JILA Joint Institute for Laboratory Astro-

physics, Boulder
KDP potassium dihydrogen phosphate
LAMS laser-assisted mass spectrometry
LDRD Laboratory Directed Research and

Development
LDS liquid droplet source
LHS light-harvesting complex
LIDAR laser infrared radar
LSL laser-stimulated luminescence
MALDI matrix-assisted laser desorption–ioni-

zation
MBE molecular-beam epitaxy
MCH methyl cyclohexane
ML monolayer
MMP multiple monopole
MPI multiphoton ionization
MS mass spectrometer/spectrometry
MW molecular weight
NABIR Natural and Accelerated  Bioremedia-

tion Research
NASA National Aeronautics and Space

Administration
NATO North Atlantic Treaty Organization
NEA noise-equivalent absorbance
NIMC National Institute for Materials Cen-

ter, Tsukuba, Japan
NMR nuclear magnetic resonance
NN DOE Office of Nonproliferation and

National Security
NRC National Research Council
NSF National Science Foundation
OBER DOE Office of Biological and Environ-

mental Research
ODMR optically detected magnetic resonance
PAN peroxyacetyl nitrate
PASS PNNL Affiliate Staff Scientist
PES photoelectron spectroscopy
PIC pseudo-isocyanine
PLD pulsed laser deposition
PNNL Pacific Northwest National Labora-

tory
P-P peak-to-peak
ppm parts per million
PSD photon-stimulated desorption
PVS polyvinyl sulfate
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QC quantum cascade
QMS quadrupole mass spectrometer
RCB repulsive Coulomb barrier
RCS rotational coherence spectroscopy
REMPI resonance-enhanced multiphoton ioni-

zation
rf radiofrequency
SABIT Special American Business Internship

Training Program
SERDP Strategic Environmental Research and

Development Program
SPIE Society of Photo-Optical and Instru-

mentation Engineers
STM scanning tunneling microscopy/micro-

scope

TEM transmission electron microscopy
TOF time-of-flight
TPD temperature-programmed desorption
UHV ultra high vacuum
USCAR U.S. Council for Automotive Research
UV ultraviolet
VNIPIET Russian Research Institute of Complex

Power Technology
XPS X-ray photoelectron spectroscopy
XRD X-ray diffraction
YAG yttrium aluminum garnet
YSZ yttria-stabilized cubic zirconia

Where CS&D Fits in PNNL

Pacific Northwest National Laboratory (W. J. Madia, Director)
Energy Technology Division (vacant, Associate Laboratory Director)
Environmental and Health Sciences Division (G. M. Stokes, Associate Laboratory Director)

Analytical Chemistry Resources (J. F. Wacker)
Atmospheric Sciences and Global Change Resources (W. T. Pennell)
Biogeochemistry Resources (H. Bolton Jr.)
Materials Resources (M. R. Thompson)
Molecular Biosciences Resources (R. A. Walters)
Statistics Resources (B. A. Pulsipher)
W. R. Wiley Environmental Molecular Sciences Laboratory (EMSL) (J. H. Futrell, Director)

Chemical Structure and Dynamics (CS&D) (S. D. Colson)
Interfacial Processing Science (IPS) (C. H. F. Peden)
Macromolecular Structure and Dynamics (MS&D) (D. W. Koppenaal)
Theory, Modeling, and Simulation (TM&S) (D. A. Dixon)
Environmental Dynamics and Simulation (ED&S) (J. M. Zachara)
Computing and Information Sciences (C&IS) (R. A. Bair)

Environmental Technology Division (B. D. Shipp, Associate Laboratory Director)
National Security Division (M. Kluse, Associate Laboratory Director)
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