
Today, as data sets used in computations grow in size
and complexity, the technologies developed over

the years to deal with scientific data sets have become
less efficient and effective. Many frequently used oper-
ations, such as Eigenvector computation, could quick-
ly exhaust our desktop workstations once the data size
reaches certain limits.

On the other hand, the high-dimensional data sets we
collect every day don’t relieve the problem. Many con-
ventional metric designs that build on quantitative or
categorical data sets cannot be applied directly to het-
erogeneous data sets with multiple data types.

While building new machines with more resources
might conquer the data size problems, the complexity
of today’s computations requires a new breed of projec-
tion techniques to support analysis of the data and ver-
ification of the results. We introduce the concept of a
data signature, which captures the essence of a scien-
tific data set in a compact format, and use it to conduct
analysis as if using the original. A time-dependent cli-
mate simulation data set demonstrates our approach
and presents the results.

Background
In 1995, scientists at the Pacific Northwest National

Laboratory (PNNL, on the Web at http://www.pnl.gov)
had a challenging task: to analyze hundreds of thousands
of unstructured text articles interactively on a desktop
workstation. The solution—a system called Spire (Spatial
Paradigm for Information Retrieval and Exploration)—
has become one of the most powerful text analysis sys-
tems developed to date. (R&D magazine recognized it
with an R&D 100 Award in 1996.) Among all the core
technologies developed for this project, implementation
of the document vectors, which represent individual top-
ics of a corpus, plays a critical role in the system’s success.

Because of the extremely compact design of the doc-
ument vectors, many powerful—but potentially expen-
sive—analysis techniques now can be applied to huge
amounts of text data. Today we can interactively analyze
more than half a million news articles, study their time
trends, review topic correlation, and read the original
text, all on a desktop workstation such as a Sun Ultra 10.

Figure 1 shows a visualization of a corpus with more
than 60,000 medical research articles collected in 1997.
We first project the corpus into individual document vec-

tors before generating the terrain visualization using
scaling and other analysis techniques. Refer to an earli-
er article1 or to http://www.pnl.gov/infoviz on the Web
for details of this visualization and the other interactive
features the system provides.

Data signature
Our research on information abstraction is neither

static nor complete. The idea of document vectors has
since evolved into the powerful concept of a data signa-
ture that represents the content within the context of
scientific data sets. In scientific computations such as
climate and combustion simulations and modeling, we
encounter large data sets with up to tens of gigabytes of
data recorded per time step. Many conventional analy-
sis techniques are hopelessly ineffective when faced
with this much data, and the development of new tools
seemingly lags behind. The data signature concept rep-
resents one promising approach to analyzing and under-
standing scientific data sets.

A data signature can be described as a mathematical
data vector that captures the essence of a large data set
in a small fraction of its original size. It’s designed to char-
acterize a portion of a data set, such as an individual time-
frame of a scientific simulation or an article within a
corpus. These signatures enable us to conduct analysis at
a higher level of abstraction and yet still reflect the intend-
ed results as if using the original data. For example, we
can now measure the dissimilarity between two text arti-
cles by computing the difference between the two corre-
sponding signatures and return a quantitative answer.

We have so far investigated designing data signatures
for text, scalar fields, tensor fields, and a combination
of these for data sets with multiple parameters. Our
design is flexible enough to process both scalar and ten-
sor fields, and project them into one numerical signa-
ture. The construction of a data signature is based on
one or more of the following features and approaches:

� Velocity gradient tensors (Jacobians)
� Critical points and their Eigenvalues
� Orthogonal and nonorthogonal edges
� Covariance matrices
� Intensity histograms
� Content segmentation
� Conditional probability
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The choice of feature selections often depends on the
data type. In general, information such as velocity gra-
dient and critical points proves most suitable for vector
and tensor field data. Edge detection, covariance, and
histograms can be applied to scalar data. Probability and
segmentation can be used on scalars, vectors, and text
documents.

An average article usually requires 200 to 400 num-
bers in its signature to fully describe the contents. For
large scientific simulations, we sometimes rely on a mul-
tiresolution approach to determine the desirable size of
the signatures. Determining the sufficient number of fea-
tures in a signature also depends on the investigation’s
goal. For example, the goal of our demonstration exam-
ple here is to select features sensitive to precipitation.
Therefore, we emphasize features derived from mois-
ture advection—strongly correlated with precipitation—
instead of other parameters such as temperature.

Application
In theory, a data signature can never be as descriptive

as its full-size original. In practice, however, a well-
defined data signature can be as good or even better
from many perspectives because it brings out specific
details and eliminates less important information from
consideration. The concept is particularly useful when
we study the characteristics of scientific simulations
such as global climate modeling.

Although atmospheric data sets are inherently mul-
tidimensional because of their 3D time varying charac-
teristics and the complex relationships among their
variables, conventional analysis in climate modeling
often focuses on individual variables and their spatial
or temporal means.2 The selection of these variables is
usually based on a priori knowledge of the atmospher-
ic phenomena to be simulated.

This approach provides a good synopsis of the simu-
lation for us to understand the climate’s general features
and evaluate the simulation’s accuracy. Based on this

information, we can then perform fine analysis of cer-
tain time periods and variables. Our previous work3

indicates that a low-dimensional overview, such as a
multidimensional scatterplot generated by metric scal-
ing, is an ideal tool to support these analyses. The scal-
ing process, however, is intrinsically expensive,
especially with large amounts of data, unless we use a
smaller data signature to represent the original data in
the calculation.

PNNL climate data modeling
We demonstrate our design using a climate modeling

data set3 provided by PNNL’s Global Change program
(http://www.pnl.gov/atmos_sciences/as_clim.html).
The basic multivariate time-dependent data set, though
smaller and relatively simple, has all the characteristics
and features for our initial prototyping and experiments.
The data set has five data variables (pressure, tempera-
ture, water-vapor mixing ratio, and two wind-velocity
components) of different types (scalars and vectors) and
dimensions (2D and 3D) recorded daily. Each of these
variables contains more than 127,000 floating-point
numbers. They add up to more than half a million num-
bers per time step and over 233 megabytes of data in the
modeling data set.

Generating the signatures takes about 17 CPU sec-
onds (about 24 wall-clock seconds) on an SGI O2 work-
station. Figure 2 (next page) shows the renderings of
the water-vapor ratio and wind-velocity data set of the
first time frame (1 May 1995) in a 3D volume. The ter-
rain elevation maps to the accompanying legend. The
particle-tracking icons show the wind-velocity fields at
the 850-mbar level. The semi-opaque isosurface (iso-
value = 0.4 kg/kg m/s) represents the magnitude of the
moisture transport.

The data set is a climate simulation of the extreme
flood conditions of Eastern Asia (China and Japan) from
May to July 1991. During that period, the weather was
characterized by three rainfall episodes, the first
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1 The topics or themes within a
corpus are shown as a relief map of
natural terrain. The mountains
indicate dominant themes. Both the
height and the color of the moun-
tains represent the amount of
thematic content of documents.
The peak labels use the terms that
contribute most to the thematic
content in that area.



between 18 and 26 May, the second between 2 and 16
June, and the last between 30 June and 13 July.
Together, the three episodes of the unusually early and
long rainy season clearly separate the summer into
seven periods. These characteristics, however, don’t
show in Figure 2 because the simulation starts with a
relatively calm day in the region.

We first project the water-vapor mixing ratio (scalar)
and the wind-velocity (vector) variables of each time
frame into a single data signature. We then create a sym-
metric matrix by measuring the similarities (or dissim-

ilarities) of the signatures representing individual time
frames. Figure 3 depicts a 3D scatterplot generated by
the three most significant principal components of the
similarity matrix, P1, P2, and P3.

Each data signature (or its corresponding time frame)
of the climate simulation is represented by a rainbow
color icon in the 3D scatterplot, with the red icons show-
ing the first period and the purple the last period. We
selected the rainbow approach partly because we know
a priori that the data set includes only seven distinctive
time periods. Otherwise, an isoluminant, segmented
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2 The color-coded terrain elevation
overlaid with the wind-velocity field
at the 850-mbar pressure level. The
semi-opaque, centrally located
isosurface represents the magni-
tude of the moisture advection. The
particle-tracking icons depict the
wind-velocity field.

3 The three axes represent the
three most significant principal
components of the similarity
matrix. The seven time periods are
shown in red (1 through 17),
orange (18 through 26), yellow (27
through 32), green (33 through
47), cyan (48 through 60), blue (61
through 73), and purple (74
through 92).



color map would be ideal to depict the data. In the 3D
scatterplot, as we can see, the simulation starts from the
left (red and orange), across the middle (yellow, green,
and cyan), and stops at the right (blue and purple).

Figure 4 shows an enhanced version of the scatterplot
with a different camera viewpoint and extra lines con-
necting the colored spheres in the order they appeared
in the simulation. Although the line icons create partial
occlusions, they show the exact ordering of the simula-
tion, which is missing in Figure 3.

The 3D scatterplot based on the water-vapor mixing
ratio measurements and wind directions correctly
reflects the trend, history, and similarity of characteris-
tics from different time periods of the simulation.
Interesting or unexpected characteristics of the simula-
tion detected at this level will draw our attention to par-
ticular time intervals and physical interactions.

Conclusions
Data signatures let us combine a multivariate scien-

tific data set into a single quantitative data vector for sci-
entific computation and analysis. Our design is flexible
enough to unify different data types, including those to
which it is seemingly difficult to apply any scale mea-
sures. The much smaller data signatures make good sub-
stitutes for their original large data sets in scientific
computations such as climate modeling.

Our preliminary results indicate that this approach
shows promise in simplifying the analysis and under-
standing of large data sets. It’s still under active devel-
opment, including addressing the problem of
task-oriented feature selection. Therefore, we welcome
ideas on extensions and improvements to our current
methodology. �
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4 An enhanced version of Figure 3
with a different camera viewpoint
and extra lines connecting the
colored spheres to show the order-
ing of the simulation.


