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MotivationMotivation

Long-term monitoring (LTM) of remedial actions 
is becoming increasingly important
– More sites moving toward closure or completion of 

active cleanup
– Changing regulatory environment allowing more 

contaminants to remain in place
– LTM costs will be significant for foreseeable future

• In 2001 report to Congress, DOE estimated it will spend:
– $5.5 billion on long-term site management (“stewardship”) between 

2000 and 2006
– More than $100 million/year over next 70 years



Motivation, Cont’d.Motivation, Cont’d.

To reduce the burden of LTM, DOE and other Federal 
agencies are making significant investments in 
– New field analytical techniques
– Nonintrusive technologies
– Sensor technologies

These technologies will shift the way LTM is performed
– Most likely, suites of in situ sensors will trigger more limited 

physical sampling
To design and use these types of LTM networks 
effectively, a new adaptive paradigm for sampling and 
analysis is needed



Overview of Project Objectives Overview of Project Objectives 
and Tasksand Tasks



Project ObjectivesProject Objectives

Enable effective interpretation of non-intrusive 
monitoring data
Improve predictions and assessment of 
remediation performance
Develop decision rules for on-site adaptive 
sampling and analysis
Enable more informed decision making and risk 
analysis of LTM systems



Overview of Research Overview of Research 
ApproachApproach

Develop a new framework for adaptive sampling 
and analysis, decision making, and risk 
assessment
Framework will use “living” models that
– Readily analyze and incorporate new data
– Adaptively identify further data needs



5. Samples 
Collected
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TasksTasks

1) Develop synthetic datasets for developing and 
testing the framework

2) Create hierarchical models that integrate 
available process knowledge at all scales, 
combining

Data-driven models (neural networks, decision trees, 
etc.)
A suite of physically-based models (analytical or 
simple numerical models)



General Hierarchical General Hierarchical 
FrameworkFramework

Learning 

Machines



Tasks, Cont’d.Tasks, Cont’d.

3) Develop methods for updating the conceptual 
models

Create Bayesian updating approaches for 
hierarchical models using Markov chain Monte 
Carlo methods
Create an interactive, automated model and 
parameter identification system

To initially identify appropriate hierarchical models or 
make major model updates
Using interactive genetic algorithms, in which the user 
evaluates candidate solutions and guides the model search



Tasks, Cont’d.Tasks, Cont’d.

4) Identify optimal initial sampling plans
Use interactive, multiobjective genetic algorithms to decide 
where, when, and what to sample initially

5) Develop decision rules for on-site adaptive sampling 
and analysis

After the initial samples are collected, analyze the data on-
site to decide what additional data are needed
Compare 2 approaches:

Simple scenario-based approaches developed using professional 
judgment
Automated decision tree approaches



Example Decision Tree Example Decision Tree 
(Simplified for Viewing)(Simplified for Viewing)

Uses historical data to predict hydraulic heads at different locations under 
different conditions. If new data show substantial deviation, collect more data.

Head = 
60 ft



Tasks, Cont’d.Tasks, Cont’d.

5) Evaluate long-term monitoring and 
management of pump-and-treat containment 
and phytoremediation at the Argonne 317/319 
Site

Test best approaches from previous tasks on 
historical data



Preliminary ResultsPreliminary Results

Exploratory Research



Exploratory Research on Exploratory Research on 
Knowledge IntegrationKnowledge Integration

Argonne National Laboratory East 317/319 Area
– VOC and tritium contamination
– Phytoremediation and pump & treat systems installed 
– Site wants to reduce monitoring costs but ensure 

remediation goals are met
Initial study only focusing on hydraulic head data 
to ensure containment
– Objective:  Demonstrate that data-driven models can 

integrate diverse data and models to improve 
predictions of hydraulic heads



Data SourcesData Sources

Predicting head levels at 22 routinely-measured 
wells
– May 2001

Multiple data sources used to make predictions
– 147 historical quarterly hydraulic head measurements 
– 5,047 hourly hydraulic head readings (“continuous” 

data)
– Total precipitation just prior to head measurements
– Modflow model



Experiment 1: DataExperiment 1: Data--Driven Driven 
Hierarchical ModelHierarchical Model

Low-level “specialty” model
– Predicts heads from continuous 

data alone

High-level “expert” model

– Learns which data are most 
accurate when and where



Comparison of Learning Comparison of Learning 
Machine MethodsMachine Methods

Many combinations of methods and data sources were explored 
Decision trees yield the best predictions
Historical quarterly data was most helpful
Continuous data were not helpful for prediction
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Experiment 2: CoupledExperiment 2: Coupled
Hierarchical ModelHierarchical Model

Low-level “specialty” model
– Modflow

High-level “expert” model

– Learns which data are most 
accurate when and where



Coupled ComparisonCoupled Comparison

Coupled Results by Model 
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ConclusionsConclusions

New paradigms are needed for effectively managing 
long-term restoration sites
Hierarchical data-driven models hold substantial promise 
for effectively integrating data sources and models, even 
at multiple scales
Combining data driven and numerical models (like 
Modflow) can
– Improve accuracy of numerical models in areas with 

substantial data
– Improve spatial coverage of data-driven models
– Allow off-the-shelf, historical numerical models to be updated 

automatically (creating “living” models)


