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INTRODUCTION 
 
This paper attempts to give the reader an appreciation for the past contributions and potential 

future contributions of modeling and analysis to the development of energy and environmental 

policies.  The focus here is on breadth of coverage rather than depth in any one particular area.  

Analyses of the costs of policies, the benefits of policies, attempts to integrate costs and benefits, 

as well as attempts to incorporate consideration of important uncertainties, sustainable 

development, and technological change are all discussed.  The use and usefulness of the analyses 

are discussed relative to the great complexity and uncertainty that is inherent in most energy and 

environmental policy issues.    

 

The paper starts with a quick overview of some types of contributions that modeling and analysis 

have made to the understanding of – and formulation of - policies designed to deal with energy 

and environmental policy problems. This is followed by an overview of the literature on 

integrated assessments of climate change, including a description of the elements of integrated 

assessment models, as well as of the two main types of integrated  assessment models and the 

kinds of information each can provide the policy development process.  Next, cost and benefit 

analyses are discussed in more detail, which sets the stage for a discussion of valuing the benefits 

of policies and comparing them with their costs.  This is followed by further discussion of 

approaches to incorporating uncertainty in policy analyses.  The paper concludes with a state of 

the art assessment of energy-environmental policy analyses, including both technical issues – 

like modeling technological change – and model construction and use issues – like possible 

mismatches between the model being used and the problem being studied. 



CONTRIBUTIONS OF MODELING 

 The process of building and using a model can make many contributions to the understanding of 

a problem and potential solutions to it.  The least common contributions of modeling are those 

that come directly from the precise set of numerical results a model produces for a particular 

policy under a particular set of scenario assumptions.   Much more common are the insights 

about the nature of the problem and possible solutions to it that are obtained from  the process of 

constructing and exercising the model.  This process can also lead to the identification of 

ambiguities in polices that are proposed.  Running a model can also help give an idea of the 

direction of change of key outputs as inputs and model structure are varied and possibly an order 

of magnitude (or occasionally a factor of two estimate) for those sensitivities.  In some cases 

thoughtful analysis can identify non-linearities in the response of costs or benefits to variations in 

policy parameters.  Other contributions of policy modeling have included identifying 

inefficiencies in existing markets or policies, exploring alternative policy architectures, 

identifying data requirements and identifying areas for additional model development.  



ELEMENTS OF INTEGRATED ASSESSMENT 

There are a large number of Integrated Assessment Models (IAM) used to examine the issue of 

climate change with a wide variety of differing goals and objectives motivating their 

construction.  They vary greatly in their scope and detail, but all share the defining trait that they 

incorporate knowledge from more than one field of study.  Thus, a great deal of work in the area 

of climate change therefore falls within the bounds of this definition.  This also means that 

integrated assessment models will vary greatly with regard to their scope.  It is therefore 

important to distinguish models in this dimension as well as their level of detail.  Models which 

attempt to grapple with the full range of issues raised by the climate issue are referred to as “full 

scale” IAMs. 

 

“Full scale” IAMs must grapple with all of the complexity of an IPCC assessment.  This is of 

course, an intimidating array of concerns.  But while an IAM for climate change must consider a 

wide variety of issues, the venue is bounded.  For the purpose of exposition, we group 

considerations into four general categories, depicted in Figure 1: 

Human Activities, 
 Atmospheric Composition, 
 Climate and Sea Level, and 
 Ecosystems. 
 

Figure 1 is not a unique depiction of the climate change system.  An infinite number of 

aggregations are possible and a great many  “wiring diagrams” already exist.  This particular 

“wiring diagram” has the virtue of including both human and natural system components.  

Human systems interact with natural systems in two ways.  It is human activities which are 

responsible for the emissions of greenhouse related gases which are the center of concern in the 



climate change issue.  Human activities are also affected by climate change, either directly as for 

example through changes in temperature which affect demands for space heating and cooling, or 

indirectly as for example through changes in sea level, crop productivity, or biodiversity. 

 

Full scale IAMs must consider the issue of emissions of greenhouse related gases.  The array of 

gases that matter from the perspective of emissions differs slightly from the array of gases that 

matter from the perspective of climate.  From the perspective of climate change only, gases 

which have the capacity to change the radiative balance of the planet need be considered.  At 

present the set consists principally of the following set of gasses:  Water vapor (H2O), Ozone 

(O3), Carbon dioxide (CO2), Methane (CH4), Nitrous oxide (N2O), Sulfur aerosols. and the 

Chlouroflurocarbons and their substitutes. 

 

The set of gases that must be considered from the perspective of emissions is strongly 

overlapping, but includes some important differences.  Water vapor and O3 are not emitted in 

sufficient quantities by human activities to matter.  Their concentrations are, however affected by 

the emissions of other greenhouse related gases such as carbon monoxide (CO), odd-nitrogen 

(NOx), and non-methane hydrocarbons (NMHC). 

 

With regard to the emissions of greenhouse related gases the following human activities figure 

prominently: 

 

 Energy systems 

 Agriculture, Livestock, & Forest systems, and 

 Industrial systems. 



 

The  role of energy systems is the single most critical component determining emissions in IAMs.  

Not only are energy systems associated with the greatest anthropogenic release of carbon to the 

atmosphere, but they are also associated with the largest anthropogenic release of sulfur 

compounds as well. 

 

Systems which determine rates of land-use change figure importantly, though the relationship 

between specific human actions and land-use change is less well defined than the relationship 

between energy production and use and the release of greenhouse related gases.  Agriculture, 

livestock, and forestry practices are generally linked to land-use as they represent the most 

extensive anthropogenic uses of land. In addition agriculture and livestock are important 

determinants of CH4 and N2O releases. 

 

Finally, full scale IAMs must consider the array of other greenhouse related emissions that are 

being released into the atmosphere.  Most prominent among these are the chlouroflourocarbons 

(CFCs) and their substitutes, although there are others. 

 

From the perspective of the consequences of climate change an overlapping but somewhat 

different list of issues must be dealt with by IAMs.  The problem of climate change impacts is 

more difficult to deal with in IAMs because impacts are anticipated to affect a wide array of 

human activities with no single activity though to be substantially more vulnerable than others.  

IAMs thus frequently confront the impacts issue abstractly, using “damage functions,” rather 



than explicitly.  Nevertheless, underlying any treatment of impacts within an IAM are at a 

minimum the following human activities: 

 

 agriculture, livestock, & forest systems, 
 energy systems, 
 coastal zones, 
 water systems, 
 human health, 
 the value of local air quality, and 
 the values of unmanaged ecosystems(1). 
 

The second information set that a full scale IAM must generate is the concentrations of 

greenhouse gases.  IAMs deal with the problem of translating the emissions flows generated by 

human activities into concentrations of greenhouse gases in the atmosphere.  This requires 

dealing with the fact that emissions are the sum of  those from natural and anthropogenic sources.  

In general greenhouse gases can be segregated into CO2 and other gases.  The non-CO2 

greenhouse related gases are controlled by atmospheric processes.  Their sinks are predominantly 

in the atmosphere.  CO2 on the other hand is governed by the processes of the carbon cycle.  The 

concentration of CO2 in the atmosphere is determined predominately by interactions between 

atmospheric concentrations and the oceans and terrestrial systems. 

 

Models deal with CO2 in a variety of ways which range from simple airborne fraction models, 

which use a proportional approximation method to determine atmospheric concentrations, to 

interactive processes models of the atmosphere and biosphere.  The present understanding of 

both the carbon cycle and atmospheric chemistry have been surveyed by IPCC Working Group I. 

                                                 
(1)The following types of values of unmanaged eco-systems are identified in Chapter 6 of this 
report: (1) direct and indirect use values (e.g., plant inputs into medicine and the role of 
mangrove forests in coastal protection, respectively, (2) option value (preserving a species to 
retain the possibility that it may be of economic use in the future), and (3) existence value (i.e., 
the value of knowing that there are still blue whales). 



 

Full scale IAMs should ultimately also consider the problem of local air quality as the removal 

rates for local air pollutants depend on weather conditions.  This in turn interacts with the 

economic value of changes in health conditions. The third information set that a full scale IAM 

must generate is the state of climate and sea level.  These two information sets are 

interdependent.  That is climate cannot be derived without dealing in one way or another with 

oceans.  Oceans are an important determinant of the timing of climate change, as they represent 

an enormous heat sink.  They thus also determine the rate of sea level rise.  In addition, 

interactions between the atmosphere and cryosphere affect climate change and sea level.  Sea 

level calculations must grapple in some way with the major land based ice sheets. 

 

It should also be noted that the ocean which interacts with atmospheric processes in determining 

climate change and sea level is the same ocean which is absorbing carbon in the atmospheric 

composition model.  Thus, while Figure 1 treats them as if they were separable features, they are 

not, and more process oriented IAMs will have a single ocean model which determines carbon 

uptake, sea level rise, and thermal lag in climate change. 

 

In Figure 1, the fourth category of IAM information is ecosystems.  This category includes 

information associated with the natural system emissions of greenhouse related gases, the 

terrestrial carbon cycle, the effect of climate change, sea level rise, and CO2 on crops, pastures, 

grazing lands, forests, hydrology, and unmanaged ecosystems. 

 

These systems are strongly interactive.  Some models handle them in a holistic manner, 

explicitly considering the interactions of natural system emissions, the status of unmanaged 

ecosystems, hydrology, ground cover, crop and forest productivity.  Other models treat them as if 



they were independent.  The managed biosphere interacts strongly with human systems, which 

determine the selection of crop and managed forest species, and the allocation of water resources 

among competing ends.  Interactions between ecosystems and the climate and sea level functions 

are presently thought to  be of second order importance and are not dealt with in a majority of 

IAMs. 

 

In addition to the degree of complexity (including disaggregation) considered within and 

between modules, another major design consideration in an integrated assessment model is the 

treatment of the considerable uncertainties about virtually every major relationship in the climate 

change assessment system.  Future population and economic growth are uncertain, future 

greenhouse gas emissions given population and economic activity are uncertain, future 

greenhouse gas concentrations given emissions are uncertain, future climate given atmospheric 

concentrations of greenhouse gases are uncertain, future physical impacts of climate change are 

uncertain, and the future valuation of the physical impacts attributable to climate change are 

uncertain. 

 

Uncertainty can be handled in a number of ways in integrated assessment modeling.  Extensive 

sensitivity analysis can be performed on key model inputs and parameters, or explicit subjective 

probabilities can be assessed for these inputs and parameters and input into a formal risk or 

decision analysis framework.  If a formal risk or decision analysis approach is pursued, it is 

generally possible to calculate the value of information with respect to wholly or partially 

resolving the uncertainty associated with each key input or parameter.  Such calculations can 

provide a useful screening of uncertainties to determine where research expenditures may or may 

not have large net expected benefits.  Combined with estimates of research costs and success 

probabilities, they can help set research probabilities in a rationale way.  Of course, these 



priorities can be expected to change over time as research itself changes perceptions of research 

costs and benefits.   

 

Overview of Existing Integrated Assessment Models 

Prior  to 1992, only two integrated assessment of climate change models had appeared in the 

literature (Nordhaus, 1989, 1991); Rotmans (1990).  Since 1992 a host of new models have 

emerged.   

 

State of the Art in Integrated Assessment Modeling 

It is difficult to characterize the state of the art in integrated assessment modeling of climate 

change simply - a great deal of model development is underway at present, involving a large 

number of research teams, with members drawn from a myriad of relevant disciplines, focusing 

on different dimensions of the problem, using different types of methodologies.  Nonetheless, a 

focus on the tradeoffs between natural systems model complexity, economic model complexity, 

and effort devoted to the explicit incorporation of uncertainty can help us understand the model 

development that has been completed, that is occurring today, and that is planned or anticipated 

for the future.     

 

There are two broad classes of integrated assessment models (Weyant, et al., 1996): (A) models 

that project the physical, ecological, economic and social consequences of  policies - these are 

referred to as policy evaluation models here; and (B) models that optimize over key policy 

control  variables (e.g., carbon emission control rates, carbon taxes) given  formulated policy 

goals (e.g., maximize welfare, minimize the cost of  meeting a carbon emission or concentration 

target) - these are referred to as policy optimization models here. There are two general types of 

policy evaluation models: (A1) deterministic projection models in which each input and output 



takes on a single value, and (A2) stochastic projection models, in which at least some inputs and 

outputs are treated stochastically.  There are three general  type of optimizing integrated 

assessment models: (B1) models that optimize responses given targets for emissions or climate 

change impacts, (B2) models that seek to balance the costs and  benefits of climate policies, and 

(B3) models of sequential climate decision  making under uncertainty. Each approach has 

strengths and weaknesses, and  produces particular insights regarding climate change and 

potential policy  responses to it. Some of the more advanced models can be used for several of  

the above purposes.  Each approach has strengths and weaknesses, and produces particular types 

of insights regarding climate change and potential policy responses to it. 

 

The policy optimization integrated assessment models focus on equilibrating the marginal costs 

of controlling greenhouse gas emissions and adapting to any climate change impacts that may 

occur with the damages that results after implementation of the mitigation and adaptation 

policies.  

 

These models reflect the cost/benefit paradigm shown in Figure 2.  In this approach any 

constraint on human activities is explicitly represented and costed out.  At present, models of this 

type include very aggregate representation of climate damages, generally representing economic 

losses as a function of mean aggregate surface temperatures, but sometimes disaggregated into 

market and non-market damage components.(1)  Thus, as additional research on climate change 

impacts proceeds, it may be determined that these measurements are inaccurate.  Moreover, it 

may be difficult to get policy makers to implement policies based on aggregate damages, as they 

are more likely to be able to relate to impacts on particular regions/countries and sectors (e.g., 

                                                 
(2)An exception is the FUND model (Tol, et al., 1994) which has separate damage functions for 
each of the damage categories discussed in Chapter 6. 



agriculture, biodiversity in tropical rain forests) which are not explicitly represented in the 

current set of cost/benefit type integrated assessment models.  Early models of this type were 

also complicated enough that it was difficult to incorporate explicit representation of uncertainty 

(and risk aversion) within the model structures.  As discussed below, this situation has improved 

somewhat over the last couple of years. 

 

The policy evaluation IAMs add detail on the physical impacts of climate change on 

countries/regions in various market and non-market sectors based in part on the impacts and 

mitigation areas addressed in IPCC Working Group II.  Economic values have not generally yet 

been put on these impacts, reflecting both the paucity of valuation studies in some sectors, and 

the modelers perception that policy makers feel more comfortable trading off natural and 

physical impacts than dollars.   In addition, the targets can be set to avoid certain types of risks, 

perhaps according to the “precautionary principle.”   On the other hand, there is no guarantee that 

the marginal cost of implementing the mitigation and adoption measures resulting from the 

individual targets will equal the marginal benefit (if they can be assessed) of the impacts avoided. 

In addition, like the early cost/benefit models these models have also been large enough that 

limited amounts of sensitivity analysis can be performed, but more explicit representations of 

uncertainty (and risk aversion) have not been included (although preliminary uncertainty 

analyses have been performed with the TARGETS model,  van Asselt, et al., 1995). 

 



Reflecting the high  level of uncertainty about the future evolution of socio-economic and 

natural systems, some analysts have put the analysis of climate change into explicit 

decision making under uncertainty frameworks, of the kind discussed below.  These 

models have generally either been the results of a relatively complete uncertainty 

representation of all key parameters within simplified models of the  types discussed 

above, or the result of adding a limited number of alternative states to the policy 

evaluation and policy optimization models discussed above.  In addition, many of these 

models allow policies to be changed as uncertainties are resolved through time, although 

the process by which uncertainties will be resolved is usually represented quite 

simplistically.   Stochastic models can generate multiple scenarios that in some cases 

have probabilities associated with them .  Then, the (usually more complex) deterministic 

models can be run to investigate specific scenarios further.   

 

Uses of Integrated Assessment Models 

Each of the main types of integrated assessment models can be used to provide 

information that can be useful to policy makers, but the information provided differs 

significantly according to the type of model employed.  Deterministic policy optimization 

models can be used to compute optimal carbon taxes and emissions control rates for a 

particular set of model inputs and parameters.  They can also be used to calculate the 

costs of meeting emission, concentration, climate variable, or impact sector targets. 

Stochastic policy optimization models can be used to assess optimal carbon taxes and 

emissions levels under uncertainty (see below for a specific example) and to compute the 

value of better information about model inputs or parameters. 



 

Deterministic policy evaluation models can be used to project a wide range of climate 

impacts, to insure consistency in assumptions, to assess interactions and feedbacks in key 

systems, and to identify critical gaps in research.  Stochastic policy evaluation models 

can be used to compute probabilities distributions of the costs and benefits of climate 

policies and of meeting climate change or climate change impact targets.   

 

COST ANALYSES 

Analyses of the cost of energy-environmental policies are discussed in a little more depth 

in this section.  After a brief overview of the different types of costing models that have 

been used, the major determinants of cost projections are identified, and results from a 

large number of studies of the cost of reducing carbon emissions are synthesized.  

 

Cost Models 

Although each model has characteristics that are unique to it and have proven to be extremely 

valuable for studying certain types of issues, the structures of the models can be put in the three 

basic categories with a small number of sub categories.  Many of the models now employing 

combinations of the traditional modeling paradigms.  

 

One category of models focuses heavily on the energy sector of the economy. These models 

consider the consumption and supplies of fossil fuels, renewable energy sources, and electric 

power generation technologies, as well as energy prices, and transitions to future energy 

technologies. In general, they explicitly represent capital stock turnover and new technology 

introduction rate constraints in the energy industries, but take a more aggregated approach in 



representing the rest of the economy.  In these models, all industries are aggregated together, and 

GDP is determined by an aggregate production function with capital, labor, and energy inputs. 

These models generally omit inter-industry interactions and assume full employment of capital 

and labor.  The MERGE3, CETA, and GRAPE models are examples of this category of models.  

MERGE3 and CETA have the same basic structure, but nine and up to four regions, respectively.  

GRAPE includes a somewhat broader set of technology options, including especially carbon 

sequestration technologies. 

 

A second category of models are those that include multiple economic sectors within a general 

equilibrium framework, focusing on the interactions of the firms and consumers in various sectors 

and industries, allowing for inter-industry interactions and international trade in non-energy 

goods.  In these models, adjustments in energy use result from changes in the prices of energy 

fuels produced by the energy industries included in the inter-industry structure of the model (e.g., 

coal, oil, gas, electricity), and explicit energy sector capital stock dynamics are generally omitted. 

These multi-sector general equilibrium models tend to ignore unemployment and financial market 

effects. The MIT-EPPA, and WorldScan models are examples of this type of model.  G-Cubed 

does consider some unemployment and financial effects and is, therefore, a hybrid general 

equilibrium/macro-econometric model.  G-Cubed, MIT-EPPA, and WorldScan all include trade 

in non-energy goods. 

 

A third basic class of models combines elements of the first two categories.  That is, they are 

multi-sector, multi-region economic models with explicit energy sector detail on capital stock 

turnover, energy efficiency, and fuel switching possibilities.  Examples of this type of hybrid 

model are the AIM, ABARE-GTEM, SGM and MS-MRT models.   These models include trade 

in non-energy goods, with AIM including energy end-use detail, GTEM and MS-MRT including 



some energy supply detail, and the SGM considering five separate supply sub-sectors to the 

electric power industry.   

 

A variant of the multi-sector modeling category is one which includes macro-economic 

dimensions.  By including unemployment, financial markets, international capital flows, 

unemployment, and monetary policy, the Oxford model is the only model included here that is 

fundamentally macro-economic in orientation.  The G-Cubed model does consider some 

unemployment and financial effects, as well as international capital flows. 

 In many models, technologies are represented with “production functions” that specify what 

combinations of inputs are needed to produce particular outputs. The production function 

specifies the rates at which inputs can be substituted for one another in response to shifts in input 

prices.  As new capital investment occurs and older capital is retired, the technology mix within 

the model will change. 

 

Two basic types of production functions may be specified. Some models (e.g., G-Cubed, SGM, 

and EPPA – see box for information on models cited in the text) use smooth and continuous 

aggregate production functions that allow incremental input substitutions as prices change, even 

if the resulting input configuration does not correspond to a known technology.  These models do 

not represent individual technologies.  Such models often assume 'nested' production functions: 

For example, at one level, substitutions are possible between energy, capital, and labor in 

producing final commodities; at a second level, substitutions are possible between electricity and 

fuel oil in producing energy; and, at a third level, substitutions are possible between coal and 

natural gas in producing electricity. 

 

In contrast, other models (e.g. Markal-Macro and NEMS) draw from a 'menu' of discrete 

technologies, each requiring fixed input combinations—i.e., each technology is essentially 



represented with its own production function. This approach is often referred to as “process 

analysis.”  These combinations correspond to those employed in actual, or anticipated, 

technologies that the modeler specifies. The technology-rich Markal-Macro model specifies over 

200 separate technologies. For discrete technology models, different technologies become cost 

effective as input prices change. Modelers then assume that these technologies are selected and 

used to produce outputs. A number of models use a process analysis approach within the energy 

sector and an aggregate production approach for the remainder of the economy (e.g., MERGE, 

MARKAL-Macro).  When using either approach, it is important to be able to distinguish between 

the causes of changes in the selections the models make among the existing technologies.  

Sometimes the technology choice changes because of changing prices, and sometimes it changes 

because of new technologies becoming available. 

   

Some models represent both individual energy supply technologies and individual energy 

consumption technologies, and do not represent the remainder of the economy explicitly.  With 

these models, however, the analyst must either: (1) assume that “end-use” energy demands (such 

as the demand for home heating and automotive transport) do not respond to changes in the prices 

of those services, or (2) employ a complex statistical estimation technique (that requires some 

historical data on the cost of end-use energy equipment) to estimate the price responsiveness.  

 

Determinants of Cost Projections 

What are the potential costs of cutting greenhouse gas (GHG) emissions? Can such reductions be 

achieved without sacrificing economic growth? Interest groups active in the climate change 

debate believe the stakes are high. Some fear the environmental and socioeconomic costs of 

climate change itself.  Others are more fearful of the economic consequences of trying to avoid 

climate change. This debate is, to a large extent, played out through economic analysis of climate 



change policy. Hundreds of these analyses have been published over the past decade, and this 

pace is likely to continue. Large computer models are used to perform economic analyses. 

 

These analyses are rich and extensive, but widely divergent in their results. Many predict 

the domestic costs of complying with the Kyoto Protocol.  Numerous groups have concluded that 

the United States can reduce its carbon emissions to significantly below its Kyoto target, with net 

economic savings.  Others have predicted rather significant costs to the U.S. economy. 

 

Through these economic analyses, people translate their expectations into concrete assumptions 

about the future.  The set of assumptions that describe what happens in the future if nothing is 

done to control GHG emissions is known as the “base case” (or as the  “baseline” or “business-

as-usual” case).  The base case may embody optimism or pessimism about the economy, about 

GHG emissions, about the changes in climate that will occur as a result of these emissions, and 

about what will happen to the environment as a result of this climate change. The higher the base 

case emissions, the more emissions must be reduced to achieve a particular target, and therefore 

the higher the control costs.  The greater the base case climate impacts, the greater the benefits of 

controlling emissions. 

 

Two other assumptions drive projections of what will happen if society does control GHGs.  Will 

new, low-cost, low-emitting technologies become available?  Will consumers and producers 

respond cleverly, meeting their needs differently but equally well through lower-emitting 

products and services?  Economic analyses may embody optimism or pessimism on either of 

these fronts. 

 

A fourth assumption is related to how society goes about requiring GHG control, i.e., what 

policies the government will put in place. Will the policies be flexible, allowing targets to be met 



at significantly lower costs?  For example, one key aspect of the policy regime is the extent to 

which emissions trading is allowed.  Another key aspect is the inclusiveness of the policy.  Will 

carbon-absorbing activities, such as tree-planting, count as an offset to carbon emissions?  Will 

all GHG emissions count, and will inter-gas trading be permitted? 

 

Finally, most quantitative analyses make assumptions about the degree of foresight consumers 

and corporations employ in assessing investment decisions, and about the proper rate of discount 

to be used in comparing costs and benefits that occur at different points in time.   

Three or the six key assumptions–substitution, innovation, and foresight --are structural features 

of the economic models used to make emissions projections. The other three are external factors 

or assumptions. The results summarized in this Weyant, 2000, 2002) illustrate the importance of 

these six determinants and the large role played by the external factors or assumptions.  Cost 

projections for a given set of assumptions can vary by a factor of two or four across models 

because of differences in the models’ representation of substitution and innovation processes. 

However, for an individual model, differences in assumptions about the baseline, policy regime 

and emissions reduction benefits can easily lead to cost estimates that differ by a factor of 10 or 

more. In understanding how these five determinants influence cost projections, decision-makers 

will be better equipped to evaluate the likely economic impacts of climate change mitigation. For 

example, among the twelve models and dozens of model runs reviewed, the base case forecasts 

range from a 20 percent to a 75 percent increase in carbon emissions by 2010.  

 

BENEFIT ANALYSES 

The benefits of environmental polices result from the reductions in the impacts of the emissions 

of environmental pollutants that are expected to result from their implementation.  Here, again 

climate change is used as an example application area.  The impacts of climate change are 

expected to result from changes in the climate system resulting from changes in the rate at which 



greenhouse gases are emitted.  The impacts can usefully be disaggregated into three categories: 

(1) impacts on sectors whose products are sold in formal markets, (2) impacts on sectors whose 

products are not sold in formal markets, and (3) impacts on sectors where some outputs are sols I 

markets and other are not. 

 

Market impact sectors include: 

 Agriculture 
 Forestry 
     Coastal Zone Infrastucture 
 Water Supply 
 Energy Consumption 
 Fisheries 
 
Non-Market impact sectors include: 
 
 Unmanaged eco-systems (both terrestrial and marine) 
 Wildlife 
 Amenities (e.g., sunshine and beautiful surroundings) 
 
Sectors that can include both market and non-market impacts include: 
 Human Health 
 Bio-Diversity 
             Recreation 

 

Benefits Models 

Four basic types of models have been used to assess the impacts of climate change and benefits of 

policies designed to reduce the extent of climate change.  The first type of model represents the 

output of a sector  - in terms of either market value or physical measures – as a function of the 

inputs to the sector.  For example, the output of the agricultural sector – in terms of either value 

or bushels of products – are frequently represented as a function of inputs of like fertilizer, 

different technologies for growing crops, irrigation, and various climate variables like the length 

of the growing systems and the minimum and maximum daily temperatures.  For a non-market 

sector like eco-systems output is typically measured in terms of eco-systems services and inputs 



in terms of current land cover, soil conditions and various climate variables.  This approach is 

generally very data and estimation methodology intensive. 

 

Where sufficient data is unavailable to do a structural model of impacts, a reduced-form 

aggregate statistical analysis approach is sometimes used.  In this approach limited data on the 

inputs to - and outputs from – a sector are pooled across regions and then used to estimate a 

general relationship between inputs and outputs that assumes technologies are the same every 

where.  Although useful insights continue to be developed using this approach, it is important to 

realize that the transferability of results from one region to another may be questionable in cases 

where there are large differences in conditions including the technological sophistication of the 

work force in the areas being considered. 

 

A third approach that has been used in assessing the value of recreational activities for many 

years is the so-called “travel cost model” approach in which the minimum value an individual 

places on a recreational activity by adding up the wages lost by that individual to engage in that 

activity, the cost of getting to the site and any direct fees and licenses required.   

 

The final approach to estimating benefits is the so-called “contingent valuation” survey approach, 

which is used in situations where no market data that can be used to assess consumer preferences 

is available.  In this approach individuals are asked to specify the amount they would be willing 

to pay for something that is not sold in formal markets.  For example, people might be asked to 

specify how much they might be willing to pay to avoid the loss of large numbers of animal and 

plant species from the earth.  Although there are many possible biases – e.g., people will 

generally say they will pay more for something they currently get for free if they know they will 

not then be required to pay what they specify.  Despite these potential problems these techniques 



can provide valuable inputs to the policy process in part because such impacts might otherwise be 

implicitly or explicitly assigned no value at all. 

 

Determinants of the Costs of Climate Change 

Looking across impact sectors several factors seem to influence the impact/benefit projection.  

The baseline level of activity in the sector is important and the sensitivity of that level of activity 

to changes in climate are positively correlated with the magnitude of the impact.  The ability of 

the sector to adapt to changes in climate and technological change are generally negatively 

correlated with the impact estimate.  Although it is commonly believed that climate change will 

increase climate variability there is so far not much direct evidence of this relationship. In 

addition, it is felt that increases in climate variability will, holding everything else constant, lead 

to higher climate damages, but again the evidence on this is just starting to accumulate. 

 

Health Impacts of Climate Change 

As an example of a climate change impact sector we will use the current study on this subject by 

the London School of Hygiene being done as part of the World Health Organization’s Global 

Burden of Disease study.  The objective of this study is to get rough estimates of the possible 

global health impacts of future changes in climate.  Figure 3 shows the basic approach of the 

study: (1) start with a range of greenhouse gas emissions scenarios, (2) uses global climate 

modeling to project changes in regional climate resulting fro the GHG emission projections, (3) 

use health models to project the changes in the relative risk of specific health outcomes, and (4) 

convert those projected increase to increase in Disability Adjusted Life Years (DALYs).  

Included in this study are impacts on: (1) direct heat and cold related deaths, (2) the incidence of 

diarrhea, (3) the number of cases on vector-borne diseases like malaria and dengue fever,  (4) 

deaths and injuries attributable to coastal and inland flooding, and (5) the risk of malnutrition..  

Omitted from the study are areas where the health impacts of climate change are projected to be 



relatively small like ciguatera poisoning and tick-borne encephalitis and areas where the data is 

poor and quantitative models lacking like impacts on: (1) other infectious diseases, (2) drought 

and famine, (3) population displacement, (4) destruction of health infrastructure, (5) increased 

urban air pollution, (6) indirect effects on plant pests and diseases on food production, and (7) 

conflict caused by climate change and its environmental impacts (e.g., conflict over increasingly 

scarce water).   

 

 

 

INTEGRATING COSTS AND BENEFITS 

Given the range and heterogeneity of sectors where climate change impacts are expected and the   

different ways of measuring them from physical units through various types of valuation 

methods it is not surprising that there is a debate about the extent to which they should be 

valued and aggregated that precedes any discussion of how the valuation and aggregation 

might be done.   In its third assessment report the Intergovernmental Panel on Climate 

Change (IPCC) developed a way of trying to communicate the range of different types 

and levels of understanding of climate change impacts to policy makers.  First, a number 

of “causes for concern” were identified.  These included: (1) risk to unique and 

threatened systems – like coral reefs, bird populations, low-lying island nations, etc., (2) 

risks from extreme climate events like hurricanes and tropical cyclones, (3) distribution 

of impacts by region and level of income, (4) aggregate impacts as produced by highly 

aggregated economic models, and (5) risk from future large-scaled discontinuities like the 

shut down of the North Atlantic Thermo-hyaline circulation or melting of the Antarctic 

ice sheet.  These causes for concern are then matched up with the range of temperature 



changes projected for the next century as shown in Figure 4.  Here the intensity of the 

color indicates the likely severity of the impacts in a particular area for concern and 

words are added to refine this scale and extend it with statements about relative numbers 

of people affected rather than just assets at risk.   

 

There are a number of additional ways in which analysts can try to integrate projections 

of the costs and benefits of policies.  One often used way is to set a target for emissions, 

concentrations, temperature change, or impacts and project the cost minimizing plan for 

respecting this target.  When implemented at the impacts level this strategy is sometimes 

referred to as the “tolerable windows” or “safe landing” approach.  A second strategy is 

to set targets, observe costs and adjust the targets as appropriate.  Finally, the cost- 

benefit approach shown schematically in Figure 2 can be employed to determine the 

optimal levels of emissions and an optimal carbon taxes.  This approach does require 

some aggregation and complete valuation of climate change impacts. 

 

UNCERTAINTY ANALYSIS 

The number of complexities and uncertainties that pervade the cost, benefit and 

integration elements of integrated environmental analysis strongly suggests the efficacy 

of employing some form of informal or formal uncertainty analysis   At the very least 

extensive sensitivity analyses seems a minimum requirement for credible analysis. 

Beyond sensitivity analysis only a relatively small amount of formal uncertainty analysis 

had been applied to the climate change issue.  A survey (current as of 1999) of difference 

approaches to dealing with uncertainty in climate change policy analyses is given in 



Weyant and Kann (2001).  Figure 5 shows the range of approaches reviewed in that paper.  

Both decision analytic and stochastic optimization approaches have been used and the 

published analyses vary in terms of the number of periods considered and assumptions 

about who learns what information when and what they are able to do with it.  To give a 

reader a feel for how such models are formulated, Figure 6 shows a summary of an 

experiment described in Manne, et. al. (1996).  Here there is a single uncertainty – 

whether of not climate damages will be what is currently expected (the 95% damages 

case)  or whether they will be much higher – say at the upper 1 % of the probability 

distribution of climate damages (the 5% damages case).  The figure shows the emissions 

trajectories that are optimal if it is known in advance whether damages will be at the 

expected level or at the high level, as well as for the case where there is a 5% chance of 

high damages with the true state of climate damages revealed in 2020.  In this latter case, 

it is optimal to restrict emissions between those for the 95% and 5% cases until 2020 and 

then adjust to the actual damage state starting in 2020.  This is obviously a very 

instructive, but very simplistic, set of calculations.   The impact of more realistic 

assumptions about multiple decision makers, more uncertainties to be resolved, more 

dates at which perfect of imperfect information is expected to be acquired, who gets this 

information and how they use it are yet to be explored although very preliminary attempts 

to do so have been made in the studies reviewed by Weyant and Kann (1999). 

 

SOME KEY CHALLENGES FOR INTEGRATED ASSESSMENT  

Integrated assessment faces a number of formidable challenges.  Some of these have 

already been mentioned and others will be noted in this concluding section of the paper.   



Some of these are technical challenges, others have to do with how models are used and 

results from them communicated.  The technical challenges include: dealing with 

uncertainty, comparing impacts across time and space, incorporating sustainable 

development into climate policy analyses, measuring and evaluating climate change 

impacts, integrating climate impacts with the impacts of policies designed to ameliorate 

them, and representing technology/technological change and linking that information to 

policy options.  The challenges of dealing with uncertainty, valuing impacts and 

integrating costs and benefits have already been discussed, so they are further elaborated 

here only in-so-far-as necessary to discuss the other challenges. 

 

One critical challenge faced in valuating climate change impacts at a global scale over the 

next century or two is comparing impacts across different regions and over generations. 

Some insights into the nature of these challenges are developed in Portney and Weyant 

(1999), but there is no consensus on how to proceed.  These are fundamental challenges 

for economics, but become particularly relevant.  For the climate change problem which 

plays out globally over many generations.  

 

Complicating this technical challenge our marked differences in experiences and outlooks 

between the developing and developed countries.  Figure 7 (purposefully overstated) 

shows that at times analysts in developed countries weigh the interests of people in 

developing countries only in terms of what they produce and sell in markets (i.e., not very 

heavily), while people in developing countries tend to weigh the interests of the most 

vulnerable (i.e., poorest) individuals (i.e., themselves) most heavily.  This makes 



negotiating hard and substantially enhanced and modified models will probably be 

necessary to facilitate more meaningful dialogue between the North and South.   

 

Related to the comparison of benefits and costs across time and space, but from a very 

different perspective is the issue of how to incorporate appropriate dimensions of the 

quest for sustainable development into climate policy analyses.  The idea here is that all 

countries have economic development that need to be integrated into analyses of potential 

environmental policies in some way.  Consideration of economic development in the 

analysis and development of climate change policies is particularly important  in the case 

of developing countries where people often suffer from very low income levels, poor 

health and poor institutions, including market that are far from perfect.  Although it 

would be inappropriate, and probably impossible, to analyze each energy-environment 

issue in a comprehensive development planning framework,  not including any 

consideration of development goals in the analyses of international environmental policy 

regimes would probably prevent any meaningful participation by developing countries in 

those regimes. 

 

Another major challenge for integrated assessment is projecting technological change.  

This area is particularly difficult because of lack of data, the complicated nature of the 

wide range of factors that tend to lead to innovation and the inherent uncertainty in the 

course and rate of technological progress (see Clarke and Weyant, 2002).  For example, 

Figure 8 is a schematic showing a large number of factors that influence the rate of 

technological change that have been mentioned in the literature (although generally not or 



only partially analyzed).  The global climate policy models, however, either assume that 

technological change is totally exogenous or only focus on the influence of 

environmental taxes on the incentive for homogeneous firms to innovate given the 

existence of intrasectoral spillovers. 

 

Challenges of Model Use     

A number of common pitfalls can be identified in how integrated assessment models 

have been used.  An immediate problem that arises is choosing a model structure without  

a good idea of the applications to which it will be applied or using a model designed for  

one purpose for a completely difference purpose.  This can easily, and often unwittingly, 

lead to a large complicated analysis that does not produce much of the information the 

policy development process requires. 

 

Another problem that can arise in the use of models that have been used and have some 

track record in analyzing a particular issue of set of issues, is the propensity of the model 

builders to tacitly assume that any relationship not in the model probably either does not 

exist or is decidedly second order in magnitude.  This can also lead to testing the 

implications of alternative assumptions against what the model includes as opposed to 

how the world actually operates, and to convenient arguments by the modelers that 

limitations of the models correspond to restrictions that exist in the real world.   

 

Finally, even if the strengths and limitations of the analytic tools are fully appreciated by 

the modeling community, there is the difficult task of communicating to policy makers 



exactly what can be concluded from the analyses that have been done.  All too often key 

relevant assumptions and qualifications get left out of that communication process.  If 

these omissions are subsequently identified and communicated to the policy makers, they 

can often lead to a lack of faith in subsequent results from the models. 



REFERENCES 

Alcamo, Joseph, Roderick Shaw, and Leen Hordijk, eds. 1990. The RAINS Model of 
Acidification: Science and Strategies in Europe. Dordrecht: Kluwer. 
 
Alcamo, Joseph, editor (1994) Image 2.0: Integrated Modeling of Global Climate Change, 
Kluwer Academic Publishers, Dordrecht, the Netherlands. 
 
Banuri, Tariq, John Weyant,Grace Akumu, Adil Najam, Luiz Pinguelli Rosa, Steve 
Rayner, Wolfgang Sachs, Ravi Sharma, Ferenc Toth, and Gary Yohe, “Setting The Stage: 
Climate Change And Sustainable Development,” Chapter 1 in Climate Change 2001: 
Mitigation, Cambridge University Press, 2001 
 
Chapius, T., M. Duong, and M. Grubb (1995), The GreenHouse Cost Model: an 
exploration of the implications for climate change policy of inertia and adaptability in 
energy systems, International Energy Workshop, International Institute for Applied 
Systems Analysis, Laxenburg, Austria, June 20-22, 1995. 
 
Clark, William C. 1994. "The Historical Development of Response Assessments to 
Global Environmental Problems." Invited Lecture, Climate Systems Modeling and 
Analysis Center, National Center for Atmospheric Research. Boulder Colorado, January 
10. 

Clarke, Leon E. and John P. Weyant, “Modeling Induced Technological Change: An 
Overview,” in Technological Change and the Envrironment, Arnulf Grübler, Nebojsa 
Nakicenovic, and William D. Nordhaus, editors. Resources for the Future Press, 2002. 

Cline, William R., (1992) The Economics of Global Warming, The Institute for 
International Economics, Washington, D.C. 
 
Cohan, David, Robert K. Stafford, Joel D. Scheraga, and Susan Herrod (1994), "The 
Global Climate Policy Evaluation Framework," forthcoming in the Proceedings of the 
1994 A&WMA Global Climate Change Conference: Phoenix, April 5-8, Air & Waste 
Management Association, Pittsburgh. 
 
Commission of the European Communities (1992), "PAGE User Manual," Brussels. 
 
Dowlatabadi, Hadi, and M. Granger Morgan (1993), "A Model Framework for Integrated 
Assessment of the Climate Problem," Energy Policy, Vol. 21 (March), pp. 209-221. 
 
Edmonds, Jae, Hugh Pitcher, Norman Rosenberg, and Thomas Wigley (1994a). "Design 
for the Global Change Assessment Model," Proceedings of the International Workshop 
on Integrative Assessment of Mitigation, Impacts, and Adaptation to Climate Change, 
International Institute for Applied Systems Analysis, Laxenburg, Austria, October 13-15. 
 



Edmonds, Jae, Marshall Wise, Chris MacCracken (1994b), "Advanced Energy 
Technologies and Climate Change: An Analysis Using the Global Change Assessment 
Model (GCAM)," presentation to the Air and Waste Management Meeting, April 6, 
Tempe AZ. 
 
Fujii, Yamumasa, Yoichi Kaya, and Kenji Yamaji (1993), "The New Earth 21 Model,"  
 
Grobecker, A. J., S. C. Coroniti, and R. H. Cannon, Jr. 1974. The Report of Findings: The 
Effects of Stratospheric Pollution by Aircraft. DOT-TST-75- 50, US Department of 
Transportation, Climatic Impact Assessment Program. Springfield, VA: National 
Technical Information Service. 
Grubb, Michael (1991),  Energy Policies and the Greenhouse Effect, Royal Institute of 
International Affairs,  Dartmouth Publishing, Aldershot, Hants, United Kingdom. 
 
Grubb, Michael, Matthais Koch, Abby Munson, Francis Sullivan, and Koy Thomson 
(1993), The Earth Summit Agreements: A Guide and Assessment,  Earth Scan 
Publications, London. 
 
Grubb, M., M.H. Duong, and T. Chapius  (1994) “Optimizing Climate Change 
Abatement Responses: On Inertia and Induced Technical Change,” in Integrative 
Assessment of Mitigation, Impacts and Adaptation to Climate Change, N. Nackicenovic, 
W.D. Nordhaus, R. Richels, and R.L. Toth (Eds), IIASA, Laxenburg, Austria, pp. 205-
218, May.  
 
Hammitt, J.K. (1995a), “Outcome and Value Uncertainties in Global-Change Policy,” 
Climatic Change, forthcoming. 
 
Hammitt, J.K. (1995b) “Expected Values of Information and Cooperation for Abating 
Global Climate Change,” in Wise Choices: Games, Decisions and Negotiations, R. 
Keeney, J. Sebenius, and R. Zeckhauser, editors. 
 
Hammitt, J.K. and J.L. Adams (1995), “The Value of International Cooperation in 
Abating Climate Change,” American Economics Association/Association of 
Environmental and Resource Economists Annual Meeting, Washington, D.C., January. 
 
Hammitt, J.K., R.J. Lempert, and M.E. Schlesinger (1992), “A Sequential-Decision 
Strategy for Abating Climate Change,” Nature, Vol. 357, pp. 315-318. 
 
Hartmann, J., K. Ebi, K.J. McConnell, N. Chan and J.P. Weyant, "Climate Suitability for 
Stable Malaria Transmission in Zimbabwe Under Different Climate Change Scenarios," 
Global Change and Human Health, Vol. 3, No. 1, January 2002,  pp.2-14. 
 
Hordijk, L. (1991) “Use of the Rains Model in Acid Rain Negotiation in Europe,” 
Environmental Science and Technology, Vol 25, No. 4, pp 596-602. 
 



Jain, Atul, Haroon Kheshgi, and Donald Wuebbles (1994), "Integrated Science Model for 
Assessment of Climate Change," Lawrence Livermore Laboratory, Livermore, CA., May. 
 
Kann, Antje and J.P. Weyant, “A Comparison of Approaches for Performing Uncertainty 
Analysis in Integrated Assessment Models,” Journal of Environmental Management and 
Assessment,  Vol.5, No.1, 1999, pp 29-46. 
 
Kolstad, Charles D. (1993) “Looking vs. Leaping: The Timing of  CO2 Control in the 
Face of Uncertainty and Learning,” in Costs, Impacts, and Benefits of CO2 Mitigation, Y. 
Kaya, N. Nakicenovic, W.D. Nordhaus,  and R.L. Toth (Eds), IIASA, Laxenburg, Austria, 
pp. 63-82, June.  
 
Kolstad, Charles D. (1994a) “George Bush vs. Al Gore: Irreversibilities in Greenhouse 
Gas Accumulation and Emissions Control Investment,” Energy Policy, Vol. 22, pp. 771-
78. 
 
Kolstad, Charles D. (1994b)  “The Timing of CO2 Control in the Face of Uncertainty and 
Learning,” in E.C. Van lerland (ed.), International Environmental Economics, Elsevier, 
Amsterdam, pp. 75-96. 
 
Kolstad, Charles D. (1994c) “Mitigating Climate Change Impacts; The Conflicting 
Effects of Irreversibilities in CO2 Accumulation and Emission Control Investment,” in 
Integrative Assessment of Mitigation, Impacts and Adaptation to Climate Change, N. 
Nackicenovic, W.D. Nordhaus, R. Richels, and R.L. Toth (Eds), IIASA, Laxenburg, 
Austria, pp. 205-218, May.  
 
Kosobud, R., T. Daly, D. South, and K. Quinn (1994). "Tradable Cumulative CO2 
Permits and Global Warming Control," The Energy Journal, Vol. 15, No. 2. 
 
Lempert, R.J., M.E. Schlesinger, and J.K. Hammitt (1994) “The Impact of Potential 
Abrupt Climate Changes on Near-Term Policy Choices,” Climatic Change, Vol. 26, pp. 
351-376. 
 
Levy, Marc A., 1993. "European Acid Rain: The Power of Tote-Board Diplomacy", in 
Haas, Keohane, and Levy, eds., Institutions for the Earth: Sources of Effective 
International Environmental Protection. Cambridge, MA: MIT Press. 
 
Maddison, David (1994), "A Cost-Benefit Analysis of Slowing Climate Change," Center 
for Social and Economic Research on the Global Environment (CSERGE), University 
College of London, May. 
 
Manne, Alan S., Robert Mendelsohn, and Richard G. Richels (1993), "MERGE: A Model 
for Evaluating Regional and Global Effects of GHG Reduction Policies," Electric Power 
Research Institute, Palo Alto, CA. 
 



Massachussetts Institute of Technology (MIT, 1994), Center for Global Change Science 
and Center for Energy and Environmental Policy Research, "Joint Program on the 
Science and Technology of Global Climate Change," Cambridge, MA. 
 
Mirza, M.Q., H.J. Schellnhuber, Joel Smith, Samuel Fankhauser, Rik Leemans, Lin Erda, 
Laban Ogallo, Barrie Pittock, Richard Richels, Cynthia Rosenzweig, Urie Safriel, 
Richard Tol, J.P. Weyant and Gary Yohe,  “Synthesis and Integration of Impacts, 
Adaptation, and Vulnerability,” Chapter 19 in Climate Change 2001:Impacts, Adaptation 
and Vulnerability, Cambridge University Press, 2001. 
 
Morita, Tsuneyuki, Yuzuru Matsuoka, Mikiko Kainuma, Hideo Harasawa, and Keiko Kai 
(1993), "AIM -- Asian-Pacific Integrated Model for Evaluating Policy Options to Reduce 
GHG Emissions and Global Warming Impacts," National Institute of Environmental 
Studies, Tsukuba, Ibaraki, 305 Japan, September.   
 
Nordhaus, W. (1979). The Efficient Use of Energy Resources. Yale University Press, 
New Haven. 
 
Nordhaus, William D. (1989), "The Economic of the Greenhouse Effect," paper 
presented to the June 1989 meeting of the International Energy Workshop," Laxenbourg, 
Austria, June. 
 
Nordhaus, William D. (1991), "To Slow or Not to Slow: The Economic of the 
Greenhouse Effect The Economic Journal, Vol. 101, July, pp. 920-937. 
 
Nordhaus, William D. (1994), Managing the Global Commons: The Economics of 
Climate Change, MIT Press (forthcoming). 
 
Parson, Edward A., 1995a. "Integrated Assessment and Environmental Policy-Making: In 
Pursuit of Usefulness". Forthcoming in Energy Policy. May, 1995. 
 
Parson, Edward A., 1995b. "Why Study Hard Policy Problems with Simulation-Gaming", 
International Institute for Applied Systems Analysis, January. NUMBER?? 
 
Parson, Edward A., 1994. "Searching for Integrated Assessment: A Preliminary 
Investigation of Methods and Projects in the Integrated Assessment of Global Climatic 
Change", paper presented to the third meeting of the Harvard-CIESIN Commission on 
Global Environmental Change Information Policy, NASA Headquarters, Washington DC, 
February 17-18. 
 
Parson, Edward A. and Richard Zeckhauser, 1995. "Cooperation in the Unbalanced 
Commons", in K. Arrow, R. Mnookin, L.Ross, A. Tversky, and R.Wilson, eds., Barriers 
to the Negotiated Resolution of Conflict. New York: Norton (forthcoming). 
 
Peck, Stephen C., and Thomas J. Teisberg (1992), "CETA: A Model for Carbon 
Emissions Trajectory Assessment," The Energy Journal, Vol. 13, Number 1, pp. 55-77. 



 
Peck, Stephen C., and Thomas J. Teisberg (1993), “Global Warming Uncertainties and 
the Value of Information: An Analysis Using CETA,” Energy and Resources Economics, 
Vol. 15, No. 1, 1993. 
 
Peck, Stephen C., and Thomas J. Teisberg (1994a), “Optimal Carbon Emissions 
Trajectories When Damages Depend on the Rate or Level of Warming,” Climatic Change, 
November, pp. 289-314. 
 
Peck, Stephen C., and Thomas J. Teisberg (1994b), “Optimal CO2 Control Policy With 
Stochastic Losses from Temperature Rise,” Electric Power Research Institute, October 14. 
Richels, R. and J. Edmonds (1994). "The Costs of Stabilizing Atmospheric CO2 
Concentrations," in Integrative Assessment of Mitigation, Impacts, and Adaptation to 
Climate Change, N. Nakicenovic, W. Nordhaus, R. Richels and F. Toth, Editors, 
Proceedings of a Workshop held on 13-15 October 1993 at IIASA, Laxenburg, Austria.  
Also forthcoming in Energy Policy. 
 
Portney, Paul and J.P. Weyant, editors and introductory chapter, Discounting and 
Intergenerational Equity, Resources for the Future Press, 1999. 
 
Read, Peter, (1994a), “Responding to Global Warming: the Technology, Economics and 
Politics of Sustainable Energy,” ZED Books, London and New Jersey. 
 
Read, Peter, (1994b), “Optimal Control Analysis of Policy Regret under Adverse Climate 
Surprise,” International Energy Workshop, East-West Center, Honolulu. 
 
Rotmans, Jan, (1990), Image: An Integrated Model to Assess the Greenhouse Effect, 
Kluwer Academic Publishers, Dordrecht, the Netherlands. 
 
Rotmans, J., M.B.A. van Asselt, A.J. de Bruin, M.G.J. den Ellen, J. de Greef, H. 
Hilderink, A.Y. Hoekstra, M.A. Janssen, H.W. Koster, W.J.M. Martens, L.W. Niessen, 
and H.J.M. de Vries (1994), "Global Change and Sustainable Development: A Modeling 
Perspective for the Next Decade, "Rijksinstitut Voor Volksgezondheid En 
Milieuhygiene,"  National Institute of Public Health and Environmental Protection, 
Bilthoven, The Netherlands, June. 
 
Rotmans, J, H. Dowlatabadi, J.A. Fialr, annd E.A. Parson  (1995), “Integrated 
Assessment of Climate Change: Evaluation of Methods and Strategies,” Chapter 10 in 
Climate Change and The Social Sciences: A State of the Art Report, edited by Batelle 
Pacific Norhwest Laboratory (forthcoming). 

 
Toth, Ferenc, Mark Mwandosya, John Christiansen, Jae Edmonds, Brian Flannery, Carlos 
Gay-Garcia, Hoesung Lee, Klaus Meyer-Abich, Elena Nikitina, Atiq Rahman, Richard 
Richels, Ye Riqui, Arturo Villavicencio, Yoko Wake, and John Weyant, “Decision-
making frameworks,” Chapter 10 in Climate Change 2001: Mitigation, Cambridge 
University Press, 2001. 



 
Van Asselt, M., J. Rotmans, M. den Elzen, and H. Hilderink (1995), “Uncertainty in 
Integrated Assessment Modeling: A Culture Based Perspective,” RIVM Report no. 
461502009, National Institute of Public Health and Environment, Bithoven, The 
Netherlands.   
 
Weyant, John P., “Economic Models: How They Work and Why Their Results Differ,” 
in Climate Change: Science, Strategies and Solutions, Eileen Claussen, Executive Editor, 
The Pew Center on Global Climate Change, Brill, Boston, 2001. 
 
 
Weyant, John P., “Economic Models: How They Work and Why Their Results Differ,” 
in Climate Change: Science, Strategies and Solutions, Eileen Claussen, Executive Editor, 
The Pew Center on Global Climate Change, Brill, Boston, 2001 
 
Weyant, J.P. and Thomas Olavson, “Issues in Modeling Induced Technological Change 
in Energy, Environment, and Climate Policy,” Journal of Environmental Management 
and Assessment, Vol. 4,1999, pp. 67-85.  
 
Weyant, J.P. and Jennifer Hill, “Introduction and Overview of The Costs of the Kyoto 
Protocol: A Multi-Model Evaluation,” The Energy Journal, Special Issue, 1999, pp.vii-
xiv. 
 
Weyant, J.P., O. Davidson, H. Dowlatabadi, J. Edmonds, M. Grubb, E.A. Parson, R. 
Richels, J. Rotmans, PR. Shukla, and R.S.J. Tol, “Integrated Assessment of Climate 
Change: An Overview and Comparison of Approaches and Results,” Chapter 10 in 
Climate Change 1995: Economic and Social Dimensions of Climate Change, Cambridge 
University Press, 1996. 
 
Wigley, Tom, Michael Hulme, and Sarah Raper (1993), "MAGICC: Model for the 
Assessment of Greenhouse Induced Climate Change," University Consortium for 
Atmospheric Research, Boulder, Colorado. 
 
Wigley, T.M.L. (1995), “Global Mean Temperature and Sea Level Consequences of 
Greenhouse Gas Stabilization,” Geophysical Research Letters, Vol. 22,  No. 1, pp. 45-48. 
 
Wigley, T., R. Richels and J. Edmonds (1995)."Stabilizing CO2 Concentrations: 
Choosing the Right Emissions Pathway," Nature. 
 
 
 
 
 
 
 
 



Figure 1. Key Components of Integrated Assessment Models
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Figure 2. Cost/Benefit Modeling Approach: Balancing the Costs of Controlling Carbon 
Emissions Against the Costs of the Climate Impacts They Cause 
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Figure 3. Overview Of CRA Process For Climate Change 
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Figure 4. Causes for Concern 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Figure 5. Range of Approaches Used to Deal With Uncertainty  
in Integrated Assessment 

Multi-period Decision AnalysisMulti-period Decision Analysis

Optimization with Resolved UncertaintyOptimization with Resolved Uncertainty

Single-Period Decision AnalysisSingle-Period Decision Analysis

Single-Policy Uncertainty EvaluationSingle-Policy Uncertainty Evaluation

function Utility    operator,n Expectatio =  rate,Discount  variable,Control state,n Informatio = state, Physical = === uECI P ttt ρ
ρρρ

max ( ( , , ))ρ
ρ ρ ρ

C

t
t t t

tt

E u P I Cρ
=

∞

∑
0

where tj  corresponds to times where the state of information is updated
where Nj  corresponds to the number of discrete decision 

alternatives available at decision point j

{ } 




∑

=∈

T

t
t

i
t

t

CCC
CPuE

Ni
0

),(max
1

ρρ
ρ

Κ
ρρ ρ

E u P C
C

t
t t

t

T

t

max ( , )ρ
ρ ρ

ρ
=
∑



0

Se
qu

en
tia

l D
ec

is
io

n 
M

ak
in

g 
un

de
r U

nc
er

ta
in

ty
U

nc
er

ta
in

ty
 P

ro
pa

ga
tio

n

{ }{ }∑ ∑
=

−

==∈ 








 +J

j

t

tt

i
ttt

t

JjCCC

j

j

jjN
jjj

i
CIPuE

1

1

1,

1

1
),,(max

ρρρ
Κ

ρ
Κ

ρρ ρ
∑ ∑

=

−

=









 +J

j

t

tt
ttt

t

C

j

j

j
jt

CIPuE
1

11

),,(max
ρρρ

ρ ρ

E u P Ct
t t

t

T

ρ ( , )
ρ ρ

=
∑



0

Finite-horizon Stochastic OptimizationFinite-horizon Stochastic Optimization

Infinite-horizon Stochastic OptimizationInfinite-horizon Stochastic Optimization

Policy Evaluation ModelsOptimization Models

 
Figure 6. A Simple Example of Dealing with Uncertainty in Integrated Assessment 
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Figure 7. Contrast in World Views on Climate Change Policy Analyses 
 
 

 

 

Figure 8. Overview of Important Determinants of Technological Change 

Current approaches omit important dynamics of technological 
change.  A broader framework for analyzing ITC is needed. 
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